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Abstract— Adaptive model predictive control
(MPC) robustly ensures safety while reducing
uncertainty during operation. In this paper, a

distributed version is proposed to deal with network
systems featuring multiple agents and limited
communication. To solve the problem in a distributed
manner, structure is imposed on the control
design ingredients without sacrificing performance.
Decentralized and distributed adaptation schemes
that allow for a reduction of the uncertainty online
compatibly with the network topology are also
proposed. The algorithm ensures robust constraint
satisfaction, recursive feasibility and finite gain /»
stability, and yields lower closed-loop cost compared
to robust distributed MPC in simulations.

I. INTRODUCTION

In the increasing number of applications involv-
ing complex interconnected networks, advanced control
strategies are required to ensure safety while coping with
coupled dynamics and constraints. A candidate is model
predictive control (MPC), where a model of the system is
used to optimize over state and control trajectories and
guarantee constraint satisfaction [1]. Robust MPC meth-
ods take into account uncertainty in the model, but they
might lead to conservative actions when the uncertainty
is large. Adaptive MPC (AMPC) is a technique which
ensures robustness while updating the uncertainty using
online identification (e.g. see [2], [3], [4]). In AMPC, un-
certainty is captured by a parameteric state space model.
Uncertainty bounds are updated using set membership
identification [5], while a tube MPC approach ensures
robust constraint satisfaction. Two current limitations
motivated this work, and are addressed by the proposed
algorithms. The first is that the optimization problem
which is solved online grows combinatorially with the
state dimension. Although this was partially ameliorated
in [6], the number of constraints still grows exponentially
with the number of uncertain parameters The second
is that AMPC uses a centralized optimization problem
and identification scheme, which cannot be applied to
interconnected networks without a central unit.

Centralized control of interconnected systems may
suffer loss of privacy, lack of robustness against failure
and high computational cost. Thus, distributed control
has become a strong contender for these systems [7]. In
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particular, distributed MPC (DMPC) has gained atten-
tion due to its ability to consider constraints [8]. In many
DMPC schemes, a network is decomposed into smaller
subsystems. Each subsystem solves a local optimization
problem iteratively while sharing information with other
subsystems. This yields distributed optimal control prob-
lems that can be solved using distributed optimization
(e.g. see [9]). Various efforts have been devoted to devel-
oping robust DMPC schemes for uncertain systems (e.g.
see [10], [11]). However, mnone of the schemes consider
online identification of the network’s parameters.

In this work, we propose a distributed AMPC
(DAMPC) algorithm suitable for control of intercon-
nected networks. The key observation is that, for in-
terconnected networks, the state space matrices and
constraints are sparse and structured, and this is lever-
aged to modify the AMPC optimization problem. The
optimization parameters and variables are structured
such that the problem can be solved using distributed
optimization, while reducing the performance loss. The
number of variables and constraints in the resulting prob-
lem increases only linearly with the number of agents in
the network. The MPC optimization problem is solved in
a distributed fashion using alternating direction method
of multipliers (ADMM) [9]. Another novel contribution
of this paper is the proposal of identification schemes for
an interconnected network with no central unit, which
has not been studied much in literature. Specifically,
two different set membership algorithms, decentralized
and distributed, are proposed. In the former, the agents
exchange only the state measurements with their neigh-
bors. In the latter, the bounds of shared parameters are
also exchanged with the neighboring agents, leading to
better performance. The resulting MPC algorithm en-
sures robust constraint satisfaction, recursive feasibility
and closed loop stability of the system. To the best of
our knowledge, this is the first DMPC algorithm that
guarantees robustness to parameteric uncertainty and
performs online identification. We show the features of
the proposed algorithms using an uncertain mass spring
damper system.

Notation: The Minkowski sum operator is denoted by
@®. The matrix O;; represents a zero matrix with ¢ rows
and j columns, and ||z|[, denotes 2T Qz. The i*™® row of
a matrix A is denoted by [A];, and N§ denotes the set of
integers from 1 to a.



II. ApaprTivE MPC

In this section, the robust adaptive model predictive
control (AMPC) algorithm proposed in [2] is briefly
described. Consider a discrete-time, linear time-invariant
system with state x; € R™, control input u; € R™ and
disturbance wy, at the time step k, and system dynamics

Ty = A(O)xy, + B(O)uy + wy, (1)

where 0 € RP is a constant parameter and its true value
0* is unknown. The state matrices are parameterized as

A(0) = Ao+ Y _Ailfli, B(6)=Bo+ Y Bilfli, (2)

where 6 belongs to the known bounded polytope
Op:={0|Hp0<hg, }, such that 6*€O©y and HycR""*P.
The disturbance wj lies in a known bounded poly-
tope W. The states and inputs of the system must
satisfy the constraints described by the compact poly-
tope Z = {(xk,uk)|ka + Guy, < 1}7 where F'eR"z*"
and GER™2*™_ The objective is to regulate the system
state from the initial condition xy to the origin, while
satisfying the constraints for all possible realizations of
uncertainty 6 and disturbance wy.

Set-membership identification [5] is performed to up-
date the parameter set, which is given by Oy := {6 €
RP|Hpb < hg, }. The bounds hy, €R™ are updated online
using a linear program. To ensure robustness against
parameter uncertainties, a tube MPC approach is used
[12]. The control input in the MPC optimization problem
is parameterized as wy, = Kz, + vyp, where subscript
{-}1jx denotes the I steps ahead prediction at time step
k, vy is the MPC optimization variable and K is a
control gain stabilizing all the plants in ©y. A state tube
is defined using a sequence of sets {X;;,} satisfying

Xow 2 {zx}, Xijap 2 AO)Xy © B(O)wp @ W, (3)

for all #€©; and leNéV_l, where N is the prediction
horizon. The sets X, are parameterized according to
X”k = {Z”k} &) Ck”ka where Z”kGRn,a”kERZO are
optimization variables and Xy is designed offline using
the matrix H,eR"=*" as

Xo := {z|Hyz < 1} = co{zt, 22, ..., 29}, (4)

where x%,i € N{ are ¢ prespecified vertices and co{.}
denotes their convex hull. The states in the set Xy, are
constrained to lie in a terminal set Xp := {z|H,z < al},
that is robustly invariant under the terminal controller
uw = Kz. The constant & is computed offline as the
maximum value of « for which aXq € Z.

In the MPC problem, the state and input constraints,
set inclusions for the tube, and the terminal constraints
are formulated in terms of the optimization variables

{21k> vij> 0y }- For simplicity, we define the notation
Jjoo_ J Jj J Jj o
Tik = ~llk + oz, dl|k = AOmuk + Bou”k Rl41|k>s

uye = Kajy, + v, Dy = D(x)y,, u)), (5)

where j € N¢,1 € NY™!, and the matrix D(xy,up) =
[A1zk+ Biuyg ... Apzy, +Bpu_k]. The vectors f,w are pre-
computed offline such that [f]; = m%gx[F—i-GK]ix, ieNTZ
reXpo
and [w]; = max [H;]jw, jeNT". A quadratic cost func-
w

tion is used in MPC following a certainty-equivalence
approach. For this purpose, an estimate of the parameter
(0r) is obtained using a least mean squares filter [13] and
projected onto the set O at each time step. The final
MPC optimization problem can be written as

N-1
. L2 L2 N 2
Jmin > (12axllg + lanellz) +112vellp,  (6a)
o A =0
ks 1k
s.t. — Hyz0px — aopl < —Hgzg,  (6b)
(F—I—GK)Z”]C-I—G’U”;C—FO&W@J;S 1, (60)
Ao, + Hodyy, = aipapl < —, (6d)
Toe = T,  AOk)Tyw + B(Ok) Uy = i1 (6f)
Znie =0, anpg < a, (6g)

where jeN{, ZENéV_l and P,(Q, R are positive definite

matrices. The state tube is initialized in (6b) and the
state and input constraints are reformulated in terms
of the optimization variables in (6¢). The state tube
dynamics are propagated inside the prediction horizon
in (6d) and (6e) using the Lagrange multiplier matrices
Af‘keR”mX”‘?, jeN‘{,leNéV‘l, which have non-negative
entries. The certainty equivalence trajectory is defined
in (6f) and the terminal constraints are shown in (6g).
Note that the number of variables and constraints in (6)
depends on g, i.e., the number of vertices in Xq (4), which
increases combinatorially with the state dimension.

III. DISTRIBUTED ADAPTIVE MPC

We present here a DAMPC algorithm which enables
a network of agents to be controlled using an adaptive
MPC approach. The algorithm requires no central unit
for online implementation. Moreover, the size of the
MPC optimization problem only linearly grows with the
number of agents in the network.

Consider an interconnected system of S agents (also
referred to as subsystems). Each agent has uncertain
parameters, some of which might be common to multiple
agents. The goal is to impose structure in the design
matrices and sets defined in Section II so that (6) can
be solved in a distributed manner. As a preamble, note
that variables and matrices corresponding to agent s
are denoted using the subscript, for example Ag s, vy s-
Then, agent s in the interconnected system obeys

Tk+1,s = Ad,s(es)irk,]\/s + Bd,s(es)uk,s + Wk, s, (7)

where the subscript d is used to differentiate the matrices
Aqgs from A; in (2). The set of neighbors N contains
all the agents coupled dynamically or through the con-
straints with agent s, including itself. The vector zj x,
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Fig. 1: Example interconnected network. The parameters
affecting each agent are reported below.

comprises states of all the agents in the set N, and
0,€RP+ consists of parameters affecting agent s. It is
assumed that agents can communicate with all of their
neighbors, and that their inputs are decoupled.

For the sake of clarity, a notional network topology
is used to illustrate the structure imposed on the MPC
problem. Consider the 4-agent network shown in Figure
1, with each agent having three states and two inputs.
For this example, the state matrix has the structure

while the input matrix B(f) has a block structure
connecting each agent’s inputs to its own states. We
assume that the constraints to be satisfied by the
agent s are given by the compact polytope Z; =
{(mk,./\/’s;uk:,s”stk#NS + Goug,s < 1} . Recall that states

of non-neighboring agents are not coupled by constraints,
and the input constraints are fully decoupled.

A. Structured design matrices

The control gain K is designed such that the feedback
can be implemented using a distributed feedback con-
troller. For this purpose, in each row of K corresponding
to agent s, only the columns corresponding to the set
N, can be nonzero. These values can be extracted to
obtain the control gain K for each agent, and the MPC
control input satisfies wr,s = Ksxypn, + vyr,s- The
structured gain K can be computed offline, for exam-
ple as suggested in [14], [15]. Although [14] is tailored
for centralized MPC, this method can be extended to
distributed systems by imposing appropriate structure
on the decision variables. Furthermore, although [15] is
proposed for nominal MPC, it can be extended to the
uncertain system (1) by ensuring that the corresponding
constraints are satisfied for all vertices of ©y. For the
example in Figure 1, the structure of K is

= Oz3 Oa3
O
On : (8)
Os3 O3

The matrix H, defined in (4) is structured so that,
in each row, only the columns corresponding to a single
agent can be nonzero. This results in a block matrix
structure, where each block represents the structure of
the state tube of the corresponding agent as

Xos i= {2s|Hpsvs < 1} = co{xl,22,... 2%} (9)

The structure (9) implies that the number of vertices
to be evaluated depends on Zle qs instead of ¢, re-
sulting in linear growth in the number of variables and
constraints with the number of agents. For the example
shown in Figure 1, the structure of H, is

1] Oss  Osgs Oss
083 Ha: 2 083 083
H, = .o , 10
083 083 Hz 3 083 ( )
Ogs Ogz  Ogs

where each agent is using 8 constraints to define X .
The computation of a structured H, while ensuring ro-
bust invariance of the terminal set is a difficult task, and
is the topic of future research. The block structure (9)
enables an additional degree of freedom in parameteriz-
ing the state tube according to X x,s = 2jx,s © 0q|k,5X0,s5
where ay; , chosen by each subsystem need not be equal.
The matrix Hp is structured so that different pa-
rameters can have a nonzero coefficient in the same
hyperplane only if they affect a common agent. The
structure chosen in Hy affects the Lagrange multipliers
Af‘  used to build the state tube. If a constraint affects
multiple agents, they must use the same Lagrange multi-
pliers, resulting in a large number of shared variables. To
solve this problem, redundant constraints are added to
{Hg, hg,}, and denoted as {Hy, hg, }. These constraints
are formed by repeating constraints affecting multiple
agents by the number of agents affected. The resulting
matrix Hy has a block representation, where each block
ﬁg,s and the corresponding terms ﬁg,ﬁs represent all the
constraints on the parameters affecting agent s. For the
example in Figure 1, let the matrix Hy be such that
the constraints define upper and lower bounds on the
parameters [0]1, [0]z2,[0]3, and two constraints jointly on
the parameters []1, [#]2. This results in the structure

where the subscript 4, j in Hp-; ; indicate the parameters
involved in the constraints defined by the block.

Due to the additional rows in Hy, additional columns
are added to A{‘k and the new matrix is denoted as

]&{‘ e I Af‘ «» €ach row corresponding to H, s has nonzero
elements only in the columns corresponding to Hy s. For
the example system, this results in the structure

Finally, the cost matrices P, @, and R have a block
diagonal structure, where the corresponding blocks for
each agent are denoted as P;, @, and Ry.



Algorithm 1 Distributed identification

1: Perform decentralized identification (12)-(13)

2: Communicate 92};, 9}53 with corresponding neighbors
3: Compute the bounds according to (14)

4: Update hg, , using 6y, s and O s-

B. Set membership identification

To perform DAMPC, each agent defines the feasible
parameter set O = {05|F~197303 < il@k,s} which is
updated using set membership identification. However,
the identification method proposed in [2] cannot be used
here, since it requires a central agent with access to all
the measurements. We propose two approaches to update
Oy, with local knowledge. At each time step, the state
measurements are shared with the neighbors, and used
to construct a set of non-falsified parameters

Ak,s 5:{95 xk:-l—l,s_Ad,s(es)ths _Bd,s(es)uk,s € WS7}
= {03 | HA,SGS < hA,s}-

(12)

The parameter set is then updated by computing [ile,ms]i
as the optimal value of

ﬁ@s ile_s
t. s < k—1,
v o= [er]

max [ﬁ975]¢95,
0 Ajs As

s

(13)

for 7 € N7”**. Problem (12)-(13) provides a decentralized
identification scheme, where agent s updates its own
parameters using the measurements of its neighbors. An
alternative is distributed identification, where parameter
bounds are also communicated with neighbors. This can
be useful when multiple agents are affected by the same
parameter uncertainty, but have different identification
performance. Algorithm 1 details the procedure for such
a distributed identification scheme. As a prerequisite,
the algorithm requires that the polytope ©; s has hy-
perplanes orthogonal to each parameter’s axis. The cor-
responding elements in hg, , are the upper ([6;5];) and
lower ([H}Cbé]z) bounds of the i parameter, as computed
by agent s. In the first step of the algorithm, decentral-
ized identification is performed to obtain hg, ;. Then, the
bounds of the shared parameters are exchanged with the
corresponding neighbors. The upper and lower bounds
are then updated using all the information received as

Ol = min (B3], )i = max((6,]), (14

where [923};, [9}5]»]; denote the upper and lower bounds
of the parameter [0y s]; as computed by the agent j. The
values of hy, s are updated using [0 s]i, [0 ¢)i-

C. Distributed optimization

Incorporating the structure described in Section IT1-A,
the optimization problem (6) can be reformulated as

N—
(1 2yk,s 15, e, 2,) +1E N ks
0

=

min E ?Dw

Zl|k,s:Vi|k,s 17 s
¥ s=1 I=

i, A

S.t. - H:z:,sz()|k,s - aO\k,sl < _Hz,sxk,sv
Faszik,s + Gsvgr,s + aqpsfs < 1,

A{‘k’shak,sﬂ‘Hm,s g‘k,s_al—&-l\k',sl < —ws, (]-5)

J _AJ 7
HvaDl\k,s = Al|k,sH915’

AyOr, )y, + Bs(On,s) s = Tk, s

ZNlks =0, QNjk,s S Qs

where Foy =F,4+GsK,, jeN7*, leNév_l,sEle, and the
constants fs, Ws, &, are calculated offline. The parameter
estimate ékﬁ is computed by agent s using a least mean
squares filter. Note that the constraints in (15) are the
same as those in (6), but with a distributed structure.

Proposition 1: The DAMPC algorithm guarantees ro-
bust constraint satisfaction and recursive feasibility of
the optimization problem. In addition, the closed loop
defined by the system (1) and the DAMPC scheme is
finite gain /5 stable.
We provide only an outline of the proof that follows
similar lines to those of Lemma 5 and Theorem 14 from
[2]. In addition to the structure imposed on K and H,,
which does not affect the proof, the proposed changes
to the AMPC algorithm are: a distributed identification
scheme; repeated constraints in the parameter set; and
additional Lagrange multipliers. The added constraints
and variables are redundant, and do not affect the
feasibility of the optimization problem. The proposed
decentralized and distributed identification algorithms
guarantee by design that 6*€©; and ©,CO;_1, and
thus, recursive feasibility is preserved.

To ensure finite gain /¢y stability, there must exist
constants cg, ¢1,ca > 0 such that for m € N

S m S
SO llwsl® <D (collzos|1?
s=0

5=0 k=0

Lo|k,s = LTk,s»

(16)

m
+arllfos — 0112 +c2 Y [Jwnsl?).
k=0
Denoting the optimal value of the cost function in (15)
as Vj, the change in its value can be bounded as
s

Vi1 =Vi < Z(_C‘|xk78||2+CA‘|xk+1,s_£1\k,s”2)7 (17)
s=0

using ¢,c4 > 0. The upper bound in (17) is computed
by constructing a candidate trajectory at time step k +
1, using the parameter estimates GA,H_LS and shifting the
optimal solution vf‘ ks by one time step. The last control
input variable vy|r41,s is set to 0. The second term in
the upper bound is the one step ahead prediction error.
The least mean squares filters guarantee that the sum
of squared prediction error can always be bounded using
the initial error in the parameter estimate and the sum
of the squared disturbances. This has been proven in [2]
for a centralized filter, and the bound is also valid for
the DAMPC algorithm although it uses multiple copies
of some parameters and a distributed filter. It can also



TABLE I: ADMM variables computed by the second
agent in the network example in Fig. 1

Step 1 Step 2 | Step 3
T
Cny =[O, 1 Ol n O 2] T Y,
[ @7 @7 .@T]"

lks’alks’zlks}{ s €N3, }

N-—-1
T NO
By = [ DT ee(A)DT) A(2>T]
Yllk,2 Uk,2° Yk,2 {leNé"*l}

Cryys =

be shown that Vi can be upper bounded in the feasible
set by a quadratic function of the states xj, 5. This means
that summing (17) over k results in (16).

We now cast the distributed optimal control problem
(15) into the general-form consensus problem in [9, Sec-
tion 7.2] so that it can be solved in a distributed fashion
using ADMM. Note that two neighbours s; and s share
the decision variables Zl|k,s15 Zllk,s2> Clk,s15 ks i‘l|k751
and ) s,- Hence, we define Cy;, to be a concatenated
vector comprising local copies of all decision variables
that subsystem s shares with its neighbours (i.e. Cyr, =
[ (T T ixs)T} ’

llk,0 “l|k,0""l|k,o {lENé\]_l,UENS}
(-)¢) denotes the local copy computed by subsystem s).
We also define Yy, as the vector of dual variables whose
size is the same as that of C,. For any o € N, we define

6T T 6T]"
the vector Cy, » = [z”k o1 Qo0 Ty, a} e -1y
a subvector in Cy,,. On the other hand, aosulgsystem s
does not share the decision variables vy s, Ay, and
Qy|k,s- Thus, we define Es to be a concatenated vector

comprising all decision variables that are not shTared by
subsystem s (i.e. By = {vl(lk); eC(A)l(rk)I’ﬁl(rk)H ey
where vec(:) is the matrix vectorization operator). Fi-
nally, we define T' as a concatenated vector comprising
a global copy of all shared decision variables in the
network. We denote the subvectors of T' corresponding
to Cy, and Cl, s by T, and T}, respectively. Note that
for any s € N{ and o € N, the vectors Cy, s and Oy, ¢
correspond to the same subvector in T, that is, Ts.

By defining the local function fs(Fs, Cyr,) which en-
codes the local objective function and constraints of
subsystem s through indicator functions, the general-
form consensus problem is given by

where the superscript

S

min Zfs E,,Cy.) s.t. Oy, =Ty, ¥s € NS, (18)

E51 ’\/g

According to [9], the ADMM steps performed by subsys-
tem s in iteration t are given by

fS(E87 CNb) + YX/ZC/\/&

{Et-i-l’ Ctﬁtl = arg min ,
s E.Cy, + B 1Cx. = T [l
Tt t+1 , 19
P 1
oeN;
VI =Y+ p(CR - T,

[ S S o S5 o Si S5 |

k12 kia,koz  kos,k3s  kaza, kas k4s

Fig. 2: Mass-spring-damper interconnected system.

where p is a tuning scalar and | - | is the set cardinality
operator. The ADMM algorithm (19) updates iteratively,
for all s € N, the primal variables C), and Ej, the
global copies of all shared decision variables T, and the
dual variables Y., in a sequential manner. Although the
vector T' is a global copy of the shared variables, the
update of its subvectors T in the second ADMM step
depends only on local information given by subsystem s
and its neighbours. We also note that a few parameters,
e.g. p and N, should be known by all subsystems, but
these are constant and hence can be communicated in
the offline phase as in [16]. For the sake of clarity, Table
I shows the decision variables computed by the second
agent in each ADMM step for the network in Fig. 1.

IV. ILLUSTRATIVE EXAMPLE

We consider an interconnected mass-spring-damper
system, consisting of five masses, connected with four
springs and four dampers, as shown in Figure 2.
All masses are equal to 1, and the damping coeffi-
cients are {2,2,2,1.5}. The true spring constants are
unknown, but lie within a bounded set. The upper
and lower bounds of each spring constant are given as
{2.4,3.6,2.5,2.7}+x{0.7,1,1,0.7}, where k is a model
uncertainty scaling parameter. Each mass can be ma-
nipulated by a force, which is the control input. The
dynamics are discretized using Euler discretization with
a sampling time of 0.1s, with the position and ve-
locity of each mass as the states of the system. The
code used for the analyses of this example can be
found in the repository'. The system starts from the
initial state [2,1,2,—1,0,0,2,—1,2,1]T. All states and
inputs must lie within the bounds [-5,5], and wy is
bounded by +0.05. The MPC cost is defined by matrices
Q=I9, R=5I5, P=10011g, where [, is an nxn identity
matrix. The DAMPC scheme is designed with an hori-
zon N=b. The gain matrix K is obtained by imposing
structure in the procedure described in [14]. This results
in a decentralized structure, where the control input of
an agent is a function of only its states. The state tube
matrix H, is constructed by circumscribing the stabilized
ellipsoidal region in the subspace defined by each agent’s
states using a polytope. The matrix Hy is defined by
upper and lower bounds on each parameter. The ADMM
algorithm is implemented with p=25 for 400 iterations.

The closed loop performance of the DAMPC with
decentralized and distributed identification schemes is
compared to a distributed robust MPC (DRMPC) con-
troller in Table II. The simulations are performed for
increasing values of k, and the costs are averaged over 25
realizations of the disturbance wy. The DRMPC scheme

Thttps://gitlab.ethz.ch /aparsi/distributedampcpublic



TABLE II: Average reduction in closed loop cost achieved
by adaptation (with both distributed and decentralized
identification) for different sizes of model uncertainty.

K 03 | 0.5 | 0.6 0.7 | 0.8 0.9 1.0

DRMPC Cost | 376 | 417 | 462 | 527 | 610 | 730 | 1003

% decrease
decentralized 0.0 1.2 2.7 4.0 5.6 6.8 9.5

% decrease
distributed 0.1 2.1 4.4 6.6 9.3 11.3 15.1

is obtained by using the same design matrices as in
DAMPC but not performing adaptation. The reduction
in the cost achieved by using the two proposed identifi-
cation schemes is also shown in the last two rows. For
low values of k, the performance of the controllers is
almost identical. As k increases, the closed loop cost is
reduced when DAMPC schemes are used. The relative
improvement in performance is higher when the model
uncertainity is large. Moreover, distributed identification
yields markedly larger cost reductions. To provide more
insights on this, Figure 3 compares the performance
of the proposed identification schemes. In decentralized
identification, parameter bounds are updated separately
by each agent. This leads to conservatism, especially in
agents affected by multiple uncertainties. For example,
agent 1 identifies k15 better than agent 2, as it is only
affected by one uncertainty. The updated bounds are
not shared with agent 2, resulting in larger uncertainty
for ki22. This problem is mitigated using distributed
identification, where parameter bounds are also shared.
Note that the performance of distributed identification
is better than the intersection of bounds obtained from
decentralized identification (e.g. see ka3 in Figure 3).

V. CONCLUSIONS

A distributed version of the AMPC algorithm is pre-
sented for interconnected systems with parametric uncer-
tainty. The proposed algorithm is obtained by imposing
structure on design matrices, such that the optimization
problem can be solved in a distributed manner. The
size of the resulting distributed optimization problem
grows linearly with the number of agents in the network.
Distributed and decentralized identification algorithms
are proposed such that no centralized computations are
required. The former, by leveraging communication be-
tween agents, results in tighter parameter bounds and
lower closed loop costs. It is anticipated that applications
such as power networks [17] and DC microgrids [18],
where the coupling may depend on uncertain shared pa-
rameters, could benefit significantly of this novel scheme.
The practical demonstration of these advantages is left
for future work.
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