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Abstract Freeplay is a nonlinearity commonly encountered in aeroservoelastic ap-
plications which is known to cause Limit Cycle Oscillations (LCOs), limited ampli-
tude flutter phenomena not captured by a linear analysis. Uncertainties in the models
are also known to play an important role in triggering instabilities which might not
be present in the nominal case, or altering their features in an unpredictable way.
This paper shows the process to build a framework to study the nonlinear behavior
of a typical section affected by a freeplay in the control surface and uncertainties in
its parameters’ values. Starting from the definition of the nominal aeroelastic model,
the nonlinear framework is implemented by means of the Describing Function (DF)
method and robust analysis is introduced by means of µ technique. In addition, it
is shown an idea to perform a tailoring of the LCO graph of the system with the
practical goal to limit the oscillation amplitude. Implications and advantages of us-
ing DF and µ as primary tools are highlighted, and prowess of the methodology is
showcased with an example.

1 Introduction

One of the major challenges faced by aeronautical industry nowadays is to achieve
lightweight aircraft configurations which enable to reduce fuel consumptions and
operating costs ensuring at the same time a feasible design in terms of safety con-
straints. Among the most dangerous instability phenomena exacerbated by wing
flexibility there is flutter.

Flutter is a self-excited instability in which aerodynamic forces acting on a flex-
ible body couple with its natural structural vibration modes producing oscillatory
motion. The level of vibration may result in sufficiently large amplitudes to provoke
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failure and often this requirement dictates the design of the structure. The study of
this problem hence entails a multi-disciplinary approach, involving structural dy-
namics and aerodynamics, commonly tackled by means of aeroelasticity. Flutter
analysis has been widely investigated and several well-established techniques are
available, representing the state-of-practice (see [11] for a thorough review).

Despite the large amount of effort spent in understanding flutter, it is acknowl-
edged that predictions based only on computational analyses are not totally reli-
able. Currently this is compensated by the addition of conservative safety margins
to the analysis results as well as expensive flutter test campaigns. One of the main
criticalities arises from the sensitivity of aeroelastic instability to small variations
in parameter and modeling assumptions. In addressing this issue, in the last two
decades researchers looked at robust modeling and analysis techniques from the ro-
bust control community, specifically linear fractional transformation (LFT) models
and µ (structured singular value) analysis [19, 25]. The so-called flutter robust anal-
ysis [17, 5] aims to quantify the gap between the prediction of the nominal stability
analysis (model without uncertainties) and the worst-case scenario when the whole
set of uncertainties is contemplated. In recent studies [12, 13, 16] other issues of
this consolidated framework have been considered as: better understanding of the
modelling options and their effects on the predictions, application of µ as flutter
sensitivity tool and reconciliation of the robust analyses results with the physical
understanding of the systems.

The framework of µ technique is straightforwardly applicable to the study of
robust stability (RS) and performance (RP) of linear plants. However the increase
in flexibility on one side and a more realistic description of the system on the other
compel to consider cases where the linear hypothesis no longer holds. Aeronautical
industry, for example, has recently shown interest in evaluating the effect of the
uncertainties on instabilities prompted by the control surface freeplay [20].
A way to introduce nonlinearities in the frequency domain framework, borrowed
from the control community, is represented by the Describing Function (DF) method
[9]. This has been employed for the prediction of onset, frequency and amplitude of
Limit Cycle Oscillations (LCOs) in aeroservoelastic applications [10, 7].

The present study applies the framework µ-DF to a well-known benchmark [22]
in order to assess the nonlinear flutter behavior of a typical section configuration
with control surface freeplay. Within the showcased framework, µ analysis can be
applied in order to investigate the robustness of the LCO in the face of uncertain-
ties [3]. Here a novel application of these tools to the study of nonlinear systems
is proposed, which enables to exploit the worst-case capability of µ in order to tai-
lor the LCO properties of the system with the smallest effort in terms of change of
nominal design (optimal passive design remedies).

The layout of the article is as follows. Sect. 2 presents the linear system consid-
ered in the analyses. An overview for each one of the techniques employed in the
work (DF, LFT and µ) is given in Sect. 3. In Sect. 4 the application of the built
framework to the chosen test bed is shown. The rationale behind the proposed tai-
loring of the nonlinear behavior of the system and the corresponding results are
provided in Sect. 5. Finally, Sect. 6 gathers the main conclusions of the work.
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2 Typical Section system

2.1 Model

The typical section model was introduced in the early stages of aeroelasticity to
investigate dynamic phenomena such as flutter [4]. Despite its simplicity, it captures
essential effects in a simple model representation, see Fig. 1.

Fig. 1 Typical section sketch

From the structural side, it basically consists of a rigid airfoil with lumped springs
simulating the 3 degrees of freedom of the section: plunge h, pitch α and trailing
edge flap β . The positions of the elastic axis (EA), center of gravity (CG) and the
aerodynamic center (AC) are also marked. The main parameters in the model, see
Fig. 1, are: Kh, Kα and Kβ –respectively the bending, torsional and control surface
stiffness; half chord distance b; dimensionless distances a, c from the mid-chord
to respectively the flexural axis and the hinge location, and xα and xβ , which are
dimensionless distances from flexural axis to airfoil center of gravity and from hinge
location to control surface center of gravity. Sα and Sβ , not explicitly reported in the
picture and employed later on in the analyses, are the equivalent of the latter with
dimension, i.e. Sα = bxα and Sβ = bxβ .
In addition to the above parameters, the inertial characteristics of the system are
given by: the wing mass per unit span ms, the moment of inertia of the section about
the elastic axis Iα , the moment of inertia of the control surface about the hinge Iβ .
If structural damping is considered, this can be expressed specifying the damping
ratios for each DOFs and then applied through modal damping approach [6].

The Theodorsen unsteady formulation proposed in [23] is employed as aerody-
namic model. This approach is based on the assumption of a thin airfoil moving
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with small harmonic oscillations in a potential and incompressible flow. Despite its
simplicity, such idealization is pertinent to flutter analysis since this implies a condi-
tion of neutral stability of the system. The same hypotheses underline most of more
improved aerodynamic approaches (e.g. Doublet Lattice Method).

In order to present the basic model development approach, X and La are defined
as the vectors of the degrees of freedom and of the aerodynamic loads respectively:

X(t) =

 h(t)
b

α(t)
β (t)

 ; La(t) =

−L(t)
Mα(t)
Mβ (t)

 (1)

The set of differential equations describing the dynamic equilibrium [11] can then
be recast in matrix form using Lagrange’s equations:[

Ms
]
Ẍ+

[
Cs
]
Ẋ+

[
Ks
]
X = La (2)

where
[
Ms
]
,
[
Cs
]

and
[
Ks
]

are respectively the structural mass, damping and stiff-
ness matrices. The expression of La, provided in the Laplace s domain, is:

La(s) = q
[
A(s̄)

]
X(s)

with La(s) = L
[
La(t)

]
; X(s) = L

[
X(t)

] (3)

where the dynamic pressure q and the dimensionless Laplace variable s̄ (=s b
V with V

the airspeed) are introduced. A(s̄) is called the generalized Aerodynamic Influence
Coefficient (AIC) matrix, and is composed of generic terms A(s̄)i j representing the
transfer function from each degree of freedom j in X(s) to each aerodynamic load
component i in La(s).
Due to the expression of the AIC matrix which does not have a rational dependence
on the Laplace variable s, the final aeroelastic equilibrium is inherently expressed in
frequency-domain and is given by:[[

Ms
]
s2 +

[
Cs
]
s+
[
Ks
]]

X = q
[
A(s̄)

]
X (4)

A rational approximation of
[
A(s̄)

]
has to be performed in order to express the

equilibrium in state space, which is essential to deal with aeroservoelastic problems
and control based techniques. In this work Minimum State (MS) [14] method is
employed, which propose the following expression for the aerodynamic operator:

[
A
]
≈
[
AMS

]
=
[
A2
]
s̄2 +

[
A1
]
s̄+
[
A0
]
+
[
D′
](

s̄
[
I
]
−
[
ΓΓΓ
])−1[

E′
]
s̄ (5)

Where
[
Ai
]

are real coefficient matrices obtained imposing a matching of the oper-
ators (A and AMS) at determined frequencies of oscillations. The last block consists
of the so-called lag terms which basically represent high-pass filters of the form

s̄
s̄+γi

with the aerodynamic roots γi as cross-over frequencies (defining the diagonal
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matrix ΓΓΓ ) and the gains provided by the real matrices
[
D′
]

and
[
E′
]
. They are iter-

atively determined through a nonlinear least square since Eq.(5) is bilinear in these
two unknowns. The impact on robust flutter analysis of the different expressions for
the AIC matrix (original frequency-domain operator or state-space approximations)
when aerodynamic uncertainties are considered has been investigated in [12].

The resulting state-space equation, which includes N augmented aerodynamic
states equal in number to the lag roots γi, is here reported in short-hand notation:[

˙̂Xs
˙̂Xa

]
=

[
χss χsa
χas χaa

][
X̂s
X̂a

]
(6)

Where X̂s and X̂a are respectively the vector of structural and aerodynamic states.

2.2 Linear Nominal Flutter Analysis

Nominal flutter analysis studies the conditions at which the dynamic aeroelastic
system loses its stability. As the airspeed V varies the system’s behavior in terms of
response and stability changes. The result is the prediction of the so-called flutter
speed Vf , below which the system is guaranteed to be stable.

The stability of the system studied here is related to the spectrum of the state-
matrix defined in Eq.(6). Six aerodynamic roots γi equally spaced between 0.1 and
0.7 are chosen to approximate the Theodorsen operator. This is done in order to span
the range of reduced frequencies where the flutter frequency is expected to be.

The nominal parameters defining the typical section studied in this work are taken
from [22]. This test bed focuses on a three degrees of freedom typical section con-
figuration with control surface freeplay. This nonlinearity, which will be examined
later in Sect. 3.1.2, affects the diagonal term of the matrix Ks corresponding to the
control surface rotation (i.e. Kβ ). If this term is assumed as KL

β
(i.e. the control

surface stiffness without freeplay) and all the other parameters hold their nominal
values, a linear analysis of the system can be performed.

In Fig. 2 the eigenvalues corresponding to the structural modes of the system are
depicted as the airspeed increases from 1 m

s (square marker) to 30 m
s . The system

exhibits a plunge-pitch flutter, highlighted with the circle marker. This phenomenon
is commonly called binary flutter since it is mainly featured by the interaction of
two modes.
In Tab.1 a comparison for the linear flutter speed VL with the ones reported in other
works studying this problem is reported.
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Fig. 2 Nominal linear system: pole locations as a function of airspeed

Table 1 Comparison of results in terms of flutter speed and frequency for the linear case

Flutter velocity [ m
s ] Flutter frequency [Hz]

Present work 24 6
[18] 23.9 6.1
[6] 23.9 6
[3] 23.2 6

3 Quasi-linear robust framework

3.1 Describing Function Method

The analysis and design of linear control plants pivots on a complex-valued func-
tion, the frequency response. However, this function cannot be defined for nonlinear
systems, hence frequency domain techniques cannot be directly applied. The De-
scribing Function (DF) method [9, 15] aims to overcome this obstacle by providing
in these cases an alternative definition of frequency response. The basic concepts of
this technique are here presented, with particular emphasis on this application.

3.1.1 Main concept

The concept of quasi-linearization is the basis of the application of DF. This ex-
pedient originates by the goal to retain the advantages of a linear approximation
without the constraint of requiring small departures of the variables from the nom-
inal operating values. This can be achieved if the approximation of the nonlinear
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operator depends on some properties of the input. Dependence of performance on
signal amplitude, the basic characteristic of nonlinear behavior, is thus retained.

The DF method is mostly applied to systems which can be recast in the frame-
work of Fig. 3. This class of system is characterised by having separable linear and
nonlinear parts connected in a single loop configuration, which is often the case in
the field of aeroservoelasticity [8] (e.g saturation, freeplay, hysteresis).

Fig. 3 Feedback representation of a nonlinear system

The quasi-linearization process requires that the input signal form is specified. In
analogy to what is done in frequency domain analysis, it is widely employed the
concept of sinusoidal-input describing function (SIDF), in the following simply ab-
breviated as DF. The interest in periodic signals is mainly dictated by the aim to
detect and analyse steady oscillations in nonlinear systems, also known as Limit
Cycle Oscillations (LCOs).
The key hypothesis of the DF method is that only the fundamental component has
to be retained from the generical periodic output w(t). This is an approximation be-
cause the output of a nonlinear element corresponding to a sinusoidal input usually
contains higher harmonics. This is motivated by the assumption that the higher har-
monics in the output are filtered out, i.e. the linear element satisfies the low-pass
filter condition (or filter hypothesis):

‖G( jω)‖� ‖G( jnω)‖ for n = 2,3, ... (7)

The DF of a nonlinear element is thus the complex fundamental-harmonic gain of a
nonlinearity in the presence of a driving sinusoid of amplitude A:

N(A,ω) =
Me j(ωt+φ)

Ae j(ωt)
=

M
A

e jφ =
b1 + ja1

A
with x = Asin(ωt); w(t)≈ a1(A,ω)cos(ωt)+b1(A,ω)sin(ωt)

M(A,ω) =
√

a2
1 +b2

1; φ(A,ω) = arctan(
a1

b1
)

(8)

This method hence consists in treating the nonlinear element of Fig. 3 in the pres-
ence of sinusoidal input as if it were a linear element with a frequency response
N(A,ω).
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3.1.2 DF for the freeplay nonlinearity

Due to the well established usage of DF method in control community, the expres-
sion of N(A,ω) can be found for the majority of nonlinearities commonly encoun-
tered in applications [9]. Freeplay, also called dead-zone or threshold, often arises
in mechanical and electrical systems where the first part of the input is needed to
overcome an initial opposition at the output, as schematically depicted in Fig. 4(a).
Its explicit mathematical definition (refer to Fig. 4(a) for the symbology) is given
by:

w =

{
k(x−δ ); |x|> δ

0; |x|< δ
(9)

Having defined the (positive) freeplay size δ , the describing function NF , obtained
analytically, is then:

NF(A) =

0; A < δ

k
π

[
π−2sin−1( δ

A )−2( δ

A )
√

1− ( δ

A )
2

]
; A > δ

(10)

Due to the properties (static and memoryless) hold by this nonlinearity, its describ-
ing function is a pure real gain not depending on frequency, but only on the ampli-
tude A of the signal, in particular on its ratio with δ . In Fig. 4(b) NF is depicted for
the case k=1.

(a) Freeplay nonlinearity

0 5 10 15 20 25 30
0

0.2

0.4

0.6

0.8

1

(b) Associated Describing Function

Fig. 4 Freeplay nonlinearity: graphical representation and associated Describing Function
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3.1.3 Detection of LCOs

One of the main applications of DF method is the study of the existence of steady os-
cillations in a nonlinear system. In particular Limit Cycle Oscillations (LCOs) [24]
are of engineering interest, which are defined as initial condition-independent iso-
lated periodic orbits which occurs in unforced dissipative systems. LCOs are usually
avoided in mechanical systems since they are likely to reduce fatigue’s life and pro-
voke critical damages. The aeronautical industry has sensibly strengthen his focus
on this phenomena in the last decade [8] and thus increasing effort has been devoted
on this topic by the research community. It is well ascertained that the knowledge of
the existence of a limit cycle, as well as its approximate amplitude and frequency, is
a prerequisite for a good system design [20].
The methodology employed to study LCOs through DF takes the clue from the
feedback representation of a nonlinear system in Fig. 3, specialised in Fig. 5 by
specifying the signal circulating through the system as a sinusoid, thus replacing the
nonlinear element by its describing function N, and considering null input (since
focus is on stability properties of the system).

Fig. 5 Quasi-linearized system specialised for LCOs study through DF

Linear theory is then applied to the quasi-linearized system, searching for points of
neutral stability which are interpreted as LCOs in the original (nonlinear) system.
The well-known feedback relations involve the frequency response of the signals (in
capital letters) and the transfer functions of the operators, and the resulting neces-
sary condition for oscillations are:

X( jω) =−G( jω)W ( jω)

W ( jω) = N( jω)X( jω)[
1+G( jω)N(A,ω)

]
X( jω) = 0

(11)

Solution of the characteristic equation gives the conditions in terms of A and ω such
that the system exhibits self-sustained oscillations.

The characteristic equation in Eq.(11) gives only a necessary condition for the
occurrence of periodic oscillations in the nonlinear system. Indeed stability of the
oscillation has still to be verified. The question of LCO stability is generally posed
in terms of the states trajectory behavior following amplitude or frequency perturba-
tions. If the LCO returns to its original equilibrium state it is defined stable, other-
wise it is unstable. To tackle the stability problem, the methodology proposed in [2]
is here adopted. The idea is to study the variation of the real part σ of the eigen-
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value associated to the LCO solution following a perturbation in A. A stable limit
cycle requires ∂σ

∂A < 0, since a positive perturbation in amplitude moves the trajec-
tory outside the limit cycle and requires a decay in the amplitude (negative real part)
to move the trajectory back to the limit cycle, and conversely an unstable limit cycle
will have ∂σ

∂A > 0.

3.2 Linear Fractional Transformation and µ analysis

Robust flutter analysis [17] deals with flutter instability predictions when the aeroe-
lastic model is subject to uncertainties. Examples of the latter are low confidence
in the values of parameters and coefficients of the matrices, or neglected dynamics
in the nominal model. Once the problem is described within the LFT framework, µ

analysis enables to predict for a given airspeed if the set of uncertainties is capable
to lead to instability. A very brief description of these tools is here provided (see
[19, 25] and references herein).

If the coefficient matrix M is defined as a proper transfer matrix, Fu, namely
the upper LFT, is the closed-loop transfer matrix from input u to output y when the
nominal plant M22 is subject to a perturbation matrix ∆∆∆ uuu (Fig. 6).

Fig. 6 Upper LFT

M11,M12 and M21 reflect a priori knowledge of how the perturbation affects the
nominal map. Once all varying or uncertain parameters are pulled out of the nominal
plant, the problem appears as a nominal system subject to an artificial feedback. The
algebraic expression for Fu is given by:

Fu(M,∆∆∆ uuu) = M22 +M21∆∆∆ uuu(I−M11∆∆∆ uuu)
−1M12 (12)

This LFT is well posed if and only if the inverse of (I−M11∆∆∆ uuu) exists.
The structured singular value µ∆∆∆ (M) of a matrix M ∈ Cn×n with respect to the

uncertain matrix ∆∆∆ is defined below:

µ∆∆∆ (M) =
1

min∆∆∆ (σ̄(∆∆∆) : det(I−M∆∆∆) = 0)
(13)

where σ̄(∆∆∆) is the maximum singular value of ∆∆∆ and µ∆∆∆ (M) = 0 if there is no ∆∆∆

satisfying the determinant condition. Note that this definition can be specialized to
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determine whether the LFT Fu(M,∆∆∆ uuu) is well posed once the generic matrix M in
the above definition is replaced by M11 and ∆∆∆ belongs to the corresponding uncer-
tainty set ∆∆∆ uuu. For ease of calculation and interpretation, this set is typically norm-
bounded ‖∆∆∆‖∞ < 1 (without loss of generality by scaling of M11). In this manner, if
µ∆∆∆ (M11) ≤ 1 then the result guarantees that the analyzed system is robustly stable
(RS) to the considered uncertainty.

4 Analysis of the Typical Section LCO due to freeplay

Considerable work has been done in the past two decades in investigating the effects
of structural nonlinearities on aeroelastic phenomena. Examples of this effort are the
experimental [6] and analytical studies [22] conducted to precisely assess the non-
linear flutter behavior of a three-degrees-of-freedom typical section configuration
with control surface freeplay. The analytical studies employed both the direct time
integration and the DF method with the aim to determine LCO amplitudes and fre-
quencies and offer a comparison of the predicted responses with experimental data.
These benchmark results have driven further studies widening the investigations of
this testcase: harmonic-balance [18], continuation methods [10] and µ analysis [3].

4.1 Detection of freeplay-induced LCOs

The investigations builds on the linear model described in Sect. 2.1 and the DF
method to deal with the freeplay nonlinearity. The application of the latter enables
to give an expression for the elastic moment ME

β
acted by the control surface:

ME
β
= KQL

β
β

KQL
β

= NF(β )KL
β

(14)

where KL
β

is the flap stiffness in the linear case (δ=0), KQL
β

is the quasi-linear flap
stiffness and NF is the DF provided in Eq.(10) and depicted in Fig. 4(b), specialised
to this case taking k=1 and A=β . In other words, the linear stiffness KL

β
is replaced by

an equivalent stiffness KQL
β

in the diagonal term of Ks corresponding to the control
surface, which is a function of the flap rotation β .

The procedure to detect necessary conditions for LCO in the plant can thus be
initialized. A fundamental harmonic solution for the flap rotation β=βs sin(ωt) is
assumed and from Eq.(10) the corresponding value of NF is obtained (the freeplay
size δ is fixed). This enables to calculate the quasi-linear stiffness KQL

β
from Eq.(14)

and thus evaluate through eigenvalue analysis the corresponding flutter speed Vf , de-
fined as the lowest airspeed which drives the system unstable, and the corresponding
flutter frequency ω f , as outlined in Sect.2.2 for a value of the stiffness correspond-
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ing to KL
β

. Due to the existing relation between KQL
β

and βs, the results can then be

shown using graphs KQL
β

-Vf and KQL
β

-ω f if the focus is on linear flutter features,
or analogously using Vf -βs and Vf -ω f if the LCO phenomenon is emphasized. As
stressed later on, these two representations are directly related since they both orig-
inate from the procedure just described. The DF method is instrumental in guaran-
teeing the connection and enabling to transfer the information coming from multiple
linear flutter analyses to LCO characterization.
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Fig. 7 Flutter speed and frequency vs flap stiffness as KQL
β
∈ [0,KL

β
]

Figure 7(a) shows the values of flutter speed corresponding to a variation of the
flap stiffness between 0 and the linear value KL

β
(that is, as the associated describ-

ing function NF varies from 0 and 1). Important airspeeds are highlighted: V0 is
the flutter speed for zero stiffness of the control surface; Vm is the minimum flutter
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speed, attained for KQL
β
≈ 0.2 N; VL is the linear flutter speed (determined in Fig. 2).

Fig. 7(b) shows the values of the flutter frequencies.
It is worth noticing, recalling Fig. 7(b), that two distinctive flutter frequencies are
detected, as the value of the flap stiffness is varied. This aspect is important for what
will be considered in Sect.5, thus it is here further investigated.
In Fig. 8 it is shown a plot similar to the one reported in Fig. 7(a), but in this case
considering all the airspeeds which correspond to a crossing of the imaginary axis,
and not only the lowest (i.e. Vf ). It is apparent from the graph that for a large range of
flap stiffness (0 N< KQL

β
<1.3 N) both pitch and plunge modes experience instabil-

ity. In particular, three regions can be clearly detected: in the first one, characterized
by KQL

β
∈ [0,0.4] N, the plunge mode is the first to go unstable (flutter frequency ≈

4-5 Hz); in the second region, KQL
β
∈ [0.4,1.3] N, the pitch mode is responsible for

the lowest unstable speed (flutter frequency ≈ 10-11 Hz); finally, for
KQL

β
∈ [1.3 N,KL

β
] , only the plunge mode goes unstable (flutter frequency = 6 Hz).

The unstable eigenvalue is associated to its elastic mode through the application of
the Modal Assurance Criteria [1]. The abrupt jumps in Fig. 7(b) has thus to be as-
cribed to the change in the elastic mode reaching earlier the flutter condition, which
depends on the value of flap stiffness.
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Fig. 8 Flutter speed vs flap stiffness associated at each elastic mode by means of MAC

Based on the previous analyses, the DF method enables to infer conclusions
about the nonlinear response of the system due to the freeplay, i.e. amplitude, fre-
quency and stability of LCOs. In particular, the conditions of neutral stability for
the quasi-linearized system (reported in Fig. 7(a)) are associated to LCOs of the
nonlinear system, with amplitude obtained from Eq.(14) and frequency provided by
Fig. 7(b). In Fig. 9 the nondimensional flap rotation amplitude βs

δ
is plotted against

the airspeed. Stable and unstable oscillations are depicted respectively with a con-
tinuous and dashed lines.
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The shown results are in good agreement with what reported in the aforemen-
tioned references applying DF method to the same test case. The applicability of
the filter hypothesis (Eq.7) is thoroughly addressed in [18]. In this work the Har-
monic Balance, a refinement of DF method where also higher harmonics than the
fundamental one can be retained, is employed. Two cases are studied, with respec-
tively 1 harmonic, leading to equivalent results to the DF method, and 3 harmon-
ics considered. In the latter case, the predictions almost perfectly match the results
obtained through nonlinear time-marching, which is taken as the reference result.
When only the first harmonic is considered, some discrepancy can be detected in
the LCO branch of Fig. 9 corresponding to the low frequency instability, with a
higher amplitude predicted. It is also observed that test data [6], especially in terms
of oscillation amplitude, are for some small airspeed ranges only approximately
captured. This is ascribed in [10] to more complex limit cycles that exhibit several
types of nonlinear behavior including quasiperiodicity and thus can not be correctly
modelled in this framework. It is however concluded by many [6, 10, 22, 3] that DF
represents a valid tool of analysis for this problem.
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Fig. 9 Flap rotation LCO amplitude βs
δ

against airspeed. Stable and unstable oscillations high-
lighted

5 LCO graph Tailoring

In [3] it is tackled the task to provide robust stability assessment of this bench-
mark problem by means of µ analysis. The chief goal is to quantitatively evaluate
the degradation of the curve in Fig. 9 in terms of amplitude increase and change
in critical airspeeds. Each point of the plot corresponds to a quasi-linearization of
the system, and thus can be recast in the LFT framework (Eq.12) and its stability
analysed by means of µ . In this section a different perspective on the LCO study
adopting robust techniques is proposed.
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As an introduction, it is recalled that flutter is generally associated to catastrophic
phenomena featured by oscillations with increasing amplitudes. The presence of
nonlinearities tend to bound the amplitude of vibration, leading to limited ampli-
tude flutter, generally named LCOs. These periodic oscillations, albeit less critical
than a diverging response, can result in structural fatigue issues which might lead
to failure, and in general undesired behavior of the airframe. There are no precise
guidelines defining values of acceptable LCOs. While the overall goal is to limit the
LCO amplitudes below the amplitudes caused due to turbulence during flight (and
this poses a first requirement), one of the accepted industrial practices is to limit the
resulting accelerations in prescribed points of the airframe [20]. These values can
be related as well to the LCO amplitude. It hence emerges on the one side, the inter-
est in quantitatively evaluating this phenomenon (e.g. as done in Sect. 4 by means
of DF approach) and on the other hand to limit it. This can be achieved either by
changing the design (passive methods) or directly during flight by feedback control
(active methods).
The chief goal of this section is to demonstrate how µ analysis can be applied to
tackle the task of achieving a reduction in LCO amplitude. The classic LFT-µ frame-
work outlined in Sect.3.2 and Eqs.(12)-(13) is applied. The idea is to consider the
quantities held in ∆∆∆ as tailoring variables, that is ∆∆∆ is the variable space made of
parameters which can be exploited in order to achieve a better nonlinear behavior,
here defined as an LCO curve featuring smaller amplitudes.

5.1 Object definition through DF framework

Recalled here the connection between the two plots described in Fig. 7(a) and Fig. 9.
Specifically, the top plot Fig. 7(a) represents a linear flutter analysis applied to the
system as the flap stiffness is varied. This curve is used as a basis to build the graph
in Fig. 9 depicting the LCO amplitude as a function of the airspeed by making use of
the relation given by the DF method between the flap amplitude and the quasi-linear
stiffness (Eqs. 10-14). It is thus straightforward that decreasing the LCO amplitude
is equivalent to moving towards the left the curve in Fig. 7(a). Note also that the
points lying on this curve are all featured by a condition of neutral stability (they all
have one eigenvalue with zero real part).

The structured singular value is usually applied to predict a measure of the dis-
tance of a stable plant from the neutral stability condition. In this particular case, it
is employed to obtain the same measure for an unstable plant, attributing to it the
meaning of distance to regain neutral stability. This usage of µ has to be considered
exceptional and, when employed, care should be put in interpreting the results. In
this application, the outcome provided by µ is not used to infer conclusions on the
robustness of the plant, but, as better explained later, to understand how and which
parameters should be modified to achieve the specified goal. In Fig. 10 it is depicted
a pictorial explanation of this concept.
The nominal plant (having one eigenvalue with positive real part) is identified by
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the square marker and is specified by the nominal parameters of the system, the def-
inition of an airspeed V and a value for the quasi-linear flap stiffness KQL

β
. The peak

value found with µ analysis gives therefore the lowest size of perturbation matrix
which leads to a neutral stability condition. After the perturbation pointed out by
µ is applied to the system’s parameters, the plant marked with the circle loses the
condition of neutral stability, which is allocated to the one with the square. This
graphically also means that the dashed curve, as desired, has moved towards the
left, and hence the associated LCO exhibits smaller amplitude.
An important feature of this strategy is that it allows to specify the desired reduction
in LCO amplitude at a certain airspeed V by selecting the value of KQL

β
at which the

neutral stability condition is allocated. Moreover, the worst-case scenario nature of
µ analysis turns to have here a very practical consequence: the critical perturbation
matrix ∆∆∆

cr (associated to the lower bound analysis) represents the smallest effort in
terms of change of nominal design, because it shows the combination of parameters
leading to the required goal with the overall minimum perturbation size. For this
reason it is here referred to as an optimal passive design remedy.
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Fig. 10 Application of µ analysis to modify the LCO plot: definition of the nominal plant and
depiction of the sought change in position of the neutral stability point

Fig. 10 recalls that there might be two different modes going unstable depending
on the values of the flap stiffness. The selected plant for the analysis showed in the
plot, for example, is in between the two instabilities. As a result, the combination of
design parameters allowing a reduction in amplitude of the LCO associated to the
pitch mode (dashed curve shifted left) could lead to an increase of the one associ-
ated to the plunge (continuous curve shifted right), with eventually only a partial or
negligible objective achievement. Once defined the variable space, a µ-based sen-
sitivity analysis as the one proposed in [13] is performed in order to detect which
parameters affect more the pitch instability and less the plunge one and thus make
effective and efficient design changes.
Finally, as a constraint on this tailoring, it is prescribed that the proposed improve-
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ment should not worsen the overall stability of the system, which can be character-
ized by means of the values of Vm and VL (defined in Fig. 7(a)).

5.2 Application of µ for the LCO tailoring

This procedure starts with the definition of the nominal plant and the block ∆∆∆ . The
last task consists in the definition of the variable space for the tailoring. In the show-
cased example it includes terms of structural mass Ms and stiffness Ks matrices,
but in principle no limitations exist for this choice. The following (each one with a
range of variation of 20% from the nominal value) are selected: Sα , Iα , Iβ , Kh and
Kα . The LFT describing the problem is defined by the block:

∆∆∆
7,R = diag(δSα

I2,δIα ,δIβ I2,δKh ,δKα
) (15)

where the size of the uncertainties (total ∆∆∆ dimension) and their nature (R for real) is
recalled in the superscripts. In indicates the identity matrix with size n (for repeated
uncertainties). For what concerns the definition of the nominal plant, an airspeed
is selected such that it lies in a region characterised by high LCO amplitude, for
example V =15 m

s . Then a value of flap stiffness is chosen, which unequivocally
defines the sought LCO amplitude for that operating point. A value of 0.85 N is
taken, and hence the nominal plant corresponds to the one depicted with the square
marker in Fig. 10.

The following step consists in performing the µ-based sensitivity analysis in or-
der to understand which parameters among those in Eq.(15) affect the pitch instabil-
ity responsible for the high amplitude branch, and how to modify those in order to
achieve the goal. It is worth noticing that what is performed here consists basically
in estimating the LCO amplitude sensitivity with respect to the parameters hold in
∆∆∆ . In an active control perspective, this study could drive the design of the feedback
control law to actively reduce the LCO amplitudes and possibly eliminate LCOs.
The importance of this step is acknowledged in literature. In [21] for example this is
tackled differentiating the equations based on the HB method and obtaining analyt-
ical sensitivities in the framework of the typical section. The method here adopted
(not fully shown here due to space constraints) is believed to be less subject to the
complexity of the plant analysed since it does not rely on analytical formulations,
but it can be straightforwardly applied once the problem is recast in this framework.
Based on the information provided by the sensitivity analysis, the following conclu-
sions are inferred:

• The parameters that affect the pitch instability, but that do not affect the plunge
one, can be advantageously taken as suggested by the worst-case analysis so as
to achieve the objective, e.g. δIα = 1 and δIβ =−1

• The parameters that do not affect the pitch instability, but do affect the plunge
one, can be taken with opposite sign to counteract potential undesired effect on
it, e.g δKh =−1
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• The parameters that affect in the same way the two instabilities (e.g. Kα ) have to
be carefully considered because of the multiple effects they may have.

With respect to the last point, it is worth remembering that this optimization process
is subject to the constraint of preserving similar values for Vm and VL (which are
assumed as indicators of the overall stability of the system). From this perspective,
it should be recalled from Fig. 8 that both speeds are associated to the plunge insta-
bility. It is thus predictable that an adverse choice of parameters for the latter (as it
is Kα =-1 from the worst-case analysis) is likely to worsen this scenario. The vari-
able Kα represents hence a trade-off between two different objectives: on the one
side further decreasing the LCO amplitude, and on the other preserving the airspeed
range where LCO occurs. Built on these reflections, three different designs are con-
sidered, see Tab.2. In the table are expressed the suggested change of the variables
as percentage from the nominal value. Sα is unaltered since it barely affects any of
the instabilities and thus would represent an ineffective design change. Kh, Iα and Iβ

are modified according to the previous comments. The three designs differ only on
the pitch stiffness Kα , in order to observe its global effect. The corresponding LCO
amplitude curves are plotted in Fig. 11 against the original case.

Table 2 Change in the tailoring variables to achieve the LCO tailoring

Design 1 Design 2 Design 3

Kα 0% -20% +20%
Kh -20% -20% -20%
Iα +20% +20% +20%
Iβ -20% -20% -20%
Sα 0% 0% 0%

All the proposed designs achieve the main goal of reducing the LCO amplitude as
well as fulfilling the requirement of maintaining the same lowest LCO occurrence
speed Vm, as shown by a comparison to the original curve. Design 2 reaches the
minimum LCO amplitude among the curves but presents, as side effect, a drastic re-
duction in the value of VL. This is in line with the previous analyses which suggested
a reduction in Kα as beneficial to lower the LCO amplitude. They also pointed out
that the same change would affect detrimentally the plunge stability, responsible for
the linear flutter speed. Design 3 goes in the opposite direction for both objectives
since it increases the value of this stiffness parameter. Finally Design 1, which does
not alter the value of Kα , seems the best compromise since on one side it maintains
the same linear flutter speed, and on the other it achieves a noticeable amplitude
reduction. Of course other designs could be proposed which contemplate absolute
variations of Kα smaller than 20% and thus span solutions between Design 1 and
Design 3.
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after the values of the design variables are modified
according to Tab.2 and comparison with the original graph

6 Conclusions

This work investigates a methodology to combine linear modeling of aeroelastic
systems with Describing Function to take into account control surface freeplay and
µ to perform quasi-linear analysis with uncertainties in the system. The contribution
of the work is twofold.

The outcome of nominal analyses is presented, showing a good correlation with
other benchmark results. The implications of using DF method as tool for nonlinear
assessments are discussed. Moreover, it is stressed how DF is instrumental in guar-
anteeing the connection between the conditions of neutral stability evaluated in the
quasi-linearized system and the conclusions inferred about the nonlinear response
of the system in terms of onset, amplitude, frequency and stability of LCO.

The last section of the paper shows a possible application of µ analysis to ac-
tively or passively (depending on how the suggested methodology is implemented)
modify the properties of the nonlinear response. In particular, µ is employed to
understand which changes in the parameters values are more crucial to achieve a
decrease of the LCO amplitude with the constraint to not affect the critical speeds
of the system. The outlined procedure features a dual usage of this technique. It is
first exploited its worst-case capability to identify the combination of parameters
leading to the neutral stability condition (this, as explained, is equivalent to mov-
ing the LCO curve) with the smallest departure from the nominal values (optimal
design changes). Secondly, a µ-based sensitivity is applied to establish which are,
inside the variable space considered, the most effective and efficient parameters for
the prescribed goal. The results in terms of proposed designs showcase the potential
of the methodology.
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