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A hybrid systems framework for data-based
adaptive control of linear time-varying systems
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Abstract— We consider the data-driven stabilization of
discrete-time linear time-varying systems. The controller
is defined as a linear state-feedback law whose gain is
adapted to the plant changes through a data-based event-
triggering rule. To do so, we monitor the evolution of a data-
based Lyapunov function along the solution. When this
Lyapunov function does not satisfy a designed desirable
condition, an episode is triggered to update the controller
gain and the corresponding Lyapunov function using the
last collected data. The resulting closed-loop dynamics
hence exhibits both physical jumps, due to the system
dynamics, and episodic jumps, which naturally leads to
a hybrid discrete-time system. We leverage the inherent
robustness of the controller and provide general conditions
under which various stability notions can be established for
the system. Two notable cases where these conditions are
satisfied are treated, and numerical results illustrating the
relevance of the approach are discussed.

Index Terms— Data-driven control; hybrid systems; Lya-
punov stability; event-triggered control; adaptive control;
time-varying systems

I. INTRODUCTION

THE problem of designing controllers for dynamical sys-
tems only using data trajectories is an active area of

research. Motivations include the increasing complexity of
modern cyberphysical applications, the large availability of
data and the time and cost savings potentially achieved by
avoiding the modeling or system identification phase. Ad-
ditionally, for systems changing over time, updating models
during operation might not always be possible because by the
time sufficiently many data for an accurate identification have
been collected, the system dynamics could have substantially
changed. In this work, we develop a framework for the
synthesis of data-based adaptive controllers for linear time-
varying (LTV) systems with unknown state and input matrices,
undergoing unpredicted time-variations. This problem poses
two conceptual challenges. From a learning perspective, one
should answer the questions of how and when to update the
controller on the basis of data measured on-line. From a
technical perspective, proving closed-loop properties of the
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nonlinear time-varying interconnection between the plant and
such an adaptive controller requires careful modeling and
analysis steps relying on general, interpretable conditions. To
address these challenges, we propose to cast this problem as
an instance of hybrid (discrete-time) dynamical systems [1,
Section 4] and blend concepts from the event-triggered control
literature e.g., [2] with recent results on data-based control [3].

In the context of unknown LTI systems, the idea of design-
ing a static state-feedback controller such that the closed-loop
dynamics enjoys a favourable Lyapunov property can be traced
back to [3], [4]. Here, stabilizing controllers are obtained
by solving linear matrix inequalities (LMI) formulated in
terms of suitable data matrices containing state and input
trajectories collected offline, that is prior to the controller
deployment. Whereas most of the approaches proposed in the
literature use offline data and thus the resulting controller is
fixed during operation, a few works studied adaptive data-
driven controllers, whereby the control law is modified during
operation. In [5] the authors extended [3] to the class of
switched linear systems by using on-line collected data. The
control update is performed at every time instant and the
stability guarantees rely on dwell-time conditions. The same
class of systems was also studied in [6], where it is assumed
that data can be collected for each mode in an initialization
phase, and the on-line task is to detect the active mode and then
deploy the associated precomputed stabilizing feedback gain.
In [7] an on-line approach is proposed for the more general
class of LTV systems, and practical stability guarantees are
obtained by implementing a periodic update based on the
assumed rate of change of the system matrices. Data-driven
control of LTV systems is also studied in [8], where finite
horizon guarantees are derived by assuming that the data
collected offline describe the behavior of the system during
operation. To the best of the authors’ knowledge, there is
no prior work that considers stabilizing data-driven adaptive
controllers for general LTV systems where on-line data are
used not only to update controllers, but also to decide on when
the update should be performed.

We propose to model the problem as a hybrid discrete-
time system in the sense of [1, Section 4], which exhibits
two types of jumps that are either due to the system dynamics
or to the triggering of a new episode. By episode, we mean
the update of the controller, chosen here as a linear state-
feedback gain, based on the last collected state and input
data. This modeling choice is justified by two facts. First,
working with a hybrid discrete-time model allows us to derive
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an autonomous description of the system at hand capturing all
the involved variables, which is essential to proceed with a
rigorous analysis. These variables include the plant state and
all the control design variables like the controller gain, the data
collected to design the latter, as well as the variables related to
the triggering mechanism. Second, as mentioned above, these
variables evolve over two different times: the physical time
for the plant state and the number of episodes for the control
design related variables. Thus, it is natural to parameterize the
solutions according to these two (hybrid) times. We present
novel results for this class of hybrid dynamical systems, whose
applicability goes beyond the scope of this work (Section III).
We then introduce all the variables needed to describe the
overall closed-loop model and thus to obtain an autonomous
hybrid discrete-time model (Section IV). The objective is then
to design both the controller gain update rule as well as the
episode-triggering law for the closed-loop system to guarantee
stability of the origin under general conditions. We provide an
explicit construction of the controller update rule building on
the work in [3] and extending it to our new problem setting
(Section V). Afterwards, we design the episode-triggering
rule by exploiting a data-driven Lyapunov function obtained
in the controller gain update step (Section VI). The trigger
rule consists of monitoring whether this Lyapunov function
satisfies a desired decay rate along the solution, similarly
to [6]. When this is not the case, it means that the time-
variations undergone by the plant require a new controller to
be designed and thus a new episode to be triggered. Similar
triggering rules have been proposed in e.g., [9]–[12], where
the set-up is different as a triggering instant refers there to
a sampling instant, and not to a controller and Lyapunov
function update, which leads to major modeling, analysis and
design differences. In Section VII we exploit the previous
constructive results to establish sufficient conditions under
which stability properties hold. A feature of these conditions
is their generality, which allows covering a range of scenarios
without explicitly imposing restrictions on the (variations of
the) plant matrices. The price to pay is that these conditions
may be difficult to check a-priori without additional knowledge
of the plant. We therefore derive more specific conditions that
relate instances of the variations of the system matrices to
the stability guarantees (as the ones verified in one of the
numerical examples). Section VIII finally provides a numerical
illustration of the proposed approach and compares it with the
time-triggered controller from [7].

We finally observe that, compared to related works men-
tioned above [5]–[7], the presented stability guarantees rely
on general conditions that do not explicitly require knowledge
on the system matrices, and the controller gain updates only
occur when needed and not in a prefixed manner. Moreover,
although recent works have used event-triggered concepts in
the context of data-driven control e.g., [12]–[14], the set-up
here is very different. In these references, the control law is
fixed once for all and the triggering rule is used to define the
time at which sensor or actuator information is updated. Here,
communication between the plant and the controller occurs
at every physical time step and the triggering instant is the
mechanism by which the controller gain is adapted. These key

differences require completely different methodological tools.

II. NOTATION

The symbol R denotes the set of real numbers, R¥0 :�
r0,8q, R¡0 :� p0,8q, Z the set of integers, Z¥p :� tp, p�
1, . . .u with p P Z and H the empty set. Given k1, k2 P Z¥0

with k1   k2, we denote by rk1, k2s the finite set tk1, k1 �
1, .., k2 � 1, k2u. Given n P Z¥1, we denote by Sn the set of
real symmetric matrices of dimension n and by Sn

©0 and Sn
¡0

the set of real symmetric positive semi-definite and positive
definite matrices of dimension n, respectively. When S P Sn

¡0

with n P Z¥1, its smallest and largest eigenvalues are denoted
λminpSq and λmaxpSq, respectively. The determinant of a real
square matrix is denoted detp�q, and its spectral norm by } � }.
We use rA B

� C s in place of
�

A B
BJ C

�
for the sake of convenience.

Given square matrices A1, . . . , An P Rn�n with n P Z¥1,
we use diagpA1, . . . , Anq to denote the block diagonal matrix
of dimension n2 � n2 whose block diagonal components are
A1, . . . , An. The symbol b stands for the Kronecker product
for matrices. Given n, T P Z¥1, Nn,T is the map from Rn�T

to RnT�T such that, for any Z � rz1, . . . , zT s P Rn�T ,

Nn,T pZq �

����
z0 0 ... 0

0 z1 ...
...

...
. . . . . .

...
0 ��� ��� zT�1

����, and we write N pZq when n

and T are clear from the context. Given n, p, q P Z¥1 with
q ¥ 2 and a matrix M � pMijqpi,jqPr1,ns�r1,ps P Rn�p, Mq:p

stands for the matrix pMijqpi,jqPr1,ns�rq,ps P Rn�pp�q�1q that
is, the (thinner) matrix obtained by truncating the first q � 1
columns of matrix M . We use IN to denote the identity
matrix of size N P Z¥1, and 1N for the vector of RN ,
whose elements are all equal to 1. The notation px, yq stands
for rxJ, yJsJ, where px, yq P Rn � Rm and n,m P Z¥1.
The symbols _ and ^ stand for the “or” and “and” logic
operators, respectively. The Moore-Penrose pseudoinverse of
a real matrix M is denoted by M :.

When we write G : S1 Ñ S2 for some sets S1, S2, it means
that G is a set-valued map from S1 to S2. We consider K, K8

and KL functions as defined in [15, Section 3.5], and we say
that a continuous function from R¥0 Ñ R¥0 is of class L
if it is non-increasing and converges to 0 at infinity. We also
write β P exp�KL when β : R¥0 � R¥0 Ñ R¥0 and there
exist c1 ¥ 1 and c2 ¡ 0 such that βps, tq � c1e

�c2ts for any
ps, tq P R¥0 � R¥0. Given a function α : R¥0 � S Ñ R¥0

with S � Rn for some n P Z¥1, that is invertible in its first
argument, we denote the corresponding inverse (with respect
to the first argument) as α�1p�, zq for any z P S. Finally, for
a set S, a (set-valued) map f : S Ñ S and N P Z¥1, fN

stands for the N th composition of f with itself.

III. BACKGROUND

This section provides the background material on the
adopted hybrid modeling formalism from [1]. After having
recalled the considered notion of solutions and given new
conditions to ensure their completeness, various stability def-
initions are stated together with novel sufficient conditions to
verify them. These results are of independent interest as their
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scope goes beyond the data-driven control problem addressed
in the sequel.

A. Hybrid discrete-time systems
We consider dynamical systems given by"

q� � fpqq q P C
q� P Gpqq q P D,

(1)

where C � Rnq , D � Rnq , f : C Ñ Rnq and G : D Ñ Rnq a
set-valued map with nq P Z¥1; see [1, Section 4]. Solutions
to (1) exhibit two types of jumps depending on whether they
belong to set C or to set D as formalized below. In the context
of this paper, q is the concatenation of the plant state vector
and some auxiliary variables, C is the region of the state space
where the system is operated, and D is the region of state space
where a new controller is learned and, using the terminology
adopted in the rest of the work, a new episode is triggered.
We therefore parameterize solutions to (1) using two different
times as in [1, Section 4] to distinguish jumps that are due to
the dynamics on C and jumps that are due to the dynamics
defined on D. This is the reason why we call system (1) a
hybrid discrete-time system.

B. Solution concept
We adopt the notion of solution advocated in [1, Section

4]. A subset E � Z¥0 � Z¥0 is a compact discrete time
domain if E �

�J�1
j�0

�kj�1

k�kj
pk, jq for some finite sequence

0 � k0 ¤ k1 ¤ . . . ¤ kJ , kj P Z¥0 for every j P r0, Js
with J P Z¥1, and it is a discrete time domain if for any
pk, jq P E, E X pr0, ks � r0, jsq is a compact discrete time
domain [1, Definition 4.1]. A function q : dom q Ñ Rnq is a
discrete arc if dom q is a discrete time domain [1, Definition
4.2]. We are ready to define solutions to (1).

Definition 1 ([1, Definition 4.3]): A discrete arc q :
dom q Ñ Rnq is a solution to system (1) if

(i) for all k, j P Z¥0 such that pk, jq, pk � 1, jq P dom q,
qpk, jq P C and qpk � 1, jq � fpqpk, jqq,

(ii) for all k, j P Z¥0 such that pk, jq, pk, j � 1q P dom q,
qpk, jq P D and qpk, j � 1q P Gpqpk, jqq. l

Definition 1 essentially means that a solution to (1) jumps
according to: (i) the map f when it lies in C; (ii) the set-valued
map G when it lies in D; (iii) either f or G when it lies in
C X D. We note that, as mentioned above, solutions to (1)
are parameterized by two times: k and j, which in our setting
respectively correspond to the physical time and the episodic
time that is, the number of episodes experienced so far by the
solution. We call a pair pk, jq a hybrid time.

We give a few other definitions relevant to our work.
Definition 2: A solution q to (1) is:

 maximal if there does not exist another solution q1 to (1)

such that dom q is a proper subset of dom q1 and qpk, jq �
q1pk, jq for any pk, jq P dom q;


 complete if dom q is unbounded;

 k-complete if suptk P Z¥0 : Dj P Z¥0, pk, jq P

dom qu � 8. l

We provide below conditions for any maximal solution to
(1) to be k-complete.

Proposition 1: Consider system (1), the following holds.
(i) Any maximal solution is complete if and only if fpCq Y

GpDq � C YD.
(ii) Any maximal solution is k-complete if fpCq Y GpDq �

CYD and there exists N P Z¥1 such that GN pDqXD �
H. l

Proof: (i) Suppose that any maximal solution to (1) is com-
plete. This implies that for any point q in C, fpqq belongs
to C Y D, and from any point q in D and any g P Gpqq,
g P CYD, otherwise we would have the existence of a solution,
which would leave C YD after one jump and would thus not
be complete but this contradicts the made assumption. We
have established that when any maximal solution to (1) is
complete, fpCq Y GpDq � C Y D. On the other hand, when
fpCq Y GpDq � C Y D, this implies the forward invariance
of C Y D for system (1) in the sense that any solution to (1)
initialized in CYD remains in this set for all future times. This
property implies that any maximal solution to (1) remains in
C YD and is thus complete: item (i) of Proposition 1 holds.

(ii) Since fpCq YGpDq � C YD, any maximal solution to
(1) is complete by item (i) of Proposition 1. Suppose that there
exists a maximal solution q to (1) that is not k-complete. Since
q is complete that means there exists pk, jq P dom q such that
pk, j1q P dom q for any j1 ¥ j. Consequently, for any N P
Z¥1, GN ptqpk, jquq X D � H. This implies, as qpk, jq P D,
that GN pDq XD � H for any N P Z¥1: this contradicts the
fact that there exists N P Z¥1 such that GN pDq X D � H.
We have obtained the desired result by contradiction. ■

Lastly, we associate with any hybrid arc q of (1) and any
hybrid times pk, jq P dom q, the sequence ki P Z¥0, i P t0, ju
such that: 0 � k0 ¤ k1 ¤ . . . ¤ kj ¤ k; and dom qXpr0, ks�
r0, jsq �

��
iPr0,j�1srki, ki�1s � tiu

� ��
rkj , ks � tju

�
. In

words, the ki’s will be the physical times at which a new
episode is triggered for solution q in the setting of this work.

C. Stability definitions
We will investigate stability of closed, unbounded sets of

the form

A � tq � pq1, q2q P S1 � S2 : q1 � 0u, (2)

where S1 � Rn1 , S2 � Rn2 , S1 � S2 � C YD, n1, n2 P Z¥1

and n1 � n2 � nq , for system (1).
Definition 3: Consider system (1) and set A in (2). We say

that:

 A is stable if for any ε P R¡0, for any q2,0 P S2,

there exists δpε, q2,0q P R¡0 such that any solution q
with |q1p0, 0q| ¤ δpε, q2,0q and q2p0, 0q � q2,0 verifies
|q1pk, jq| ¤ ε for any pk, jq P dom q;


 A is uniformly stable if for any ε P R¡0, there exists
δpεq P R¡0 such that any solution q with |q1p0, 0q| ¤ δpεq
verifies |q1pk, jq| ¤ ε for any pk, jq P dom q;


 A is globally attractive if any complete solution q verifies
|q1pk, jq| Ñ 0 as k � j Ñ8;


 A is globally asymptotically stable (GAS) if it is stable
and globally attractive;


 A is uniformly globally asymptotically stable (UGAS)
if there exists β P KL such that for any solution q,
|q1pk, jq| ¤ βp|q1p0, 0q|, k � jq for any pk, jq P dom q;
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 A is uniformly globally exponentially stable (UGES) if
there exists β P exp�KL such that for any solution q,
|q1pk, jq| ¤ βp|q1p0, 0q|, k� jq for any pk, jq P dom q. l

Definition 3 formalizes various stability notions and distin-
guishes whether the stability property is uniform or not. This
distinction is justified in the context of this work because we
will be dealing with a set A of the form of (2), also called
attractor, that is closed but not bounded. For more insights on
uniform vs non-uniform stability, see [15, Examples 3.9-3.15]
in the general context of hybrid inclusions.

We present next relaxed Lyapunov conditions to ensure the
stability notions of Definition 3 for set A in (2) for system (1).
By relaxed conditions, we mean that the considered Lyapunov
function candidate does not need to strictly decrease along
solutions to (1) at every point of the state space outside of
A, consistently with e.g., [15, Chapter 3.3]. This type of
Lyapunov properties is very natural for the data-driven control
problem we address as we will see.

D. Lyapunov conditions

To prove the properties of Definition 3, we will be construct-
ing a Lyapunov function candidate U : CYDYfpCqYGpDq Ñ
R¥0 verifying the next properties.

(P1) There exist α, α : R¥0�S2 Ñ R¥0 of class-K8 in their
first argument such that αp|q1|, q2q ¤ Upqq ¤ αp|q1|, q2q
for any q � pq1, q2q P C YD.

(P2) There exists νc : C Ñ R¥0 such that Upfpqqq ¤
νcpqqUpqq for any q P C.

(P3) There exists νd : D Ñ R¥0 such that Upgq ¤ νdpqqUpqq
for any q P D and any g P Gpqq.

Given (P2)-(P3), we have the next property for function U
along any solution to (1).

Lemma 1: Consider system (1) and suppose (P2)-(P3) hold.
Any solution q to (1) satisfies

Upqpk, jqq ¤ πpq, k, jqUpqp0, 0qq @pk, jq P dom q,
(3)

with

πpq, k, jq :�hkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkj
j�1¹
j1�0

kj1�1�1¹
k1�kj1

νcpqpk
1, j1qqνdpq2pkj1�1, j

1qq
k�1¹

k2�kj

νcpqpk
2, jqq,

(4)
and k0, k1, . . . , kj as defined at the end of Section III-B. l

Proof: Let q be solution to (1), pk, jq P dom q. By
(P2), we have Upqpk1, 0qq ¤

±k1�1
k1�0 νcpqpk

1, 0qqUpqp0, 0qq.
At pk1, 1q, Upqpk1, 1qq ¤ νdpqpk1, 0qqUpqpk1, 0qq, therefore
Upqpk1, 1qq ¤

±k1�1
k1�0 νcpqpk

1, 0qqνdpqpk1, 0qq �Upqp0, 0qq.
We obtain the desired result by iterating the same argument
until pk, jq. ■

Property (3) is not enough to conclude about stability
properties for set A for system (1), extra conditions are
required that are formalized next.

Theorem 1: Consider system (1) and suppose (P1)-(P3) are
satisfied. The following holds.

(i) If there exists ϑ : R¥0 � S2 Ñ R¥0 of class-K8 in its
first argument such that for any solution q,

πpq, k, jq ¤ ϑp|q1p0, 0q|, q2p0, 0qq @pk, jq P dom q,
(5)

with πpq, k, jq :� α�1
�
πpq, k, jqαp|q1p0, 0q|, q2p0, 0qq,

q2pk, jq
	

, α, α in (P1) and π in (4), then A is stable. In
addition,

(i-a) if ϑps, �q is constant for any s P R¥0, then A is
uniformly stable,

(i-b) if for any complete solution q, πpq, k, jq Ñ 0 as
k � j Ñ8, then A is GAS.

(ii) If there exists β P KL (respectively, β P exp�KL) such
that for any solution q,

πpq, k, jq ¤ βp|q1p0, 0q|, k � jq @pk, jq P dom q,
(6)

then A is UGAS (respectively, UGES). l

Proof: (i) Let q be a solution to (1). By Lemma 1,
Upqpk, jqq ¤ πpq, k, jqUpqp0, 0qq. Consequently, in view of
(P1), |q1pk, jq| ¤ πpq, k, jq with π defined in item (i), and
thus |q1pk, jq| ¤ ϑp|q1p0, 0q|, q2p0, 0qq by (5). Set A is stable
according to Definition 3 as the required property holds by
taking δ � ϑ�1pε, q2,0q for any ε ¡ 0 and any q2,0 P S2.
Item (i-a) then follows. When, in addition to A being stable,
πpq, k, jq Ñ 0 for k � j Ñ 8 when q is complete, we have
|q1pk, jq| Ñ 0 as k�j Ñ8, as |q1pk, jq| ¤ πpq, k, jq for any
pk, jq P dom q. This means A is globally attractive and thus
GAS. (ii) The desired result is obtained by exploiting similar
bounds as above together with (6). ■

We will exploit the conditions of Theorem 1 to establish
properties for the data-driven control problem presented in the
next section.

IV. HYBRID MODELING AND OBJECTIVES

This section starts with the presentation of the plant model
and the main goal of this work (Section IV-A). Afterwards,
all the variables needed in the control design are introduced
(Section IV-B), and the overall hybrid discrete-time model is
then derived (Section IV-C). We conclude this section with a
formal statement of the design objectives (Section IV-D).

A. Plant
Consider the discrete-time LTV system

xpk � 1q � Apkqxpkq �Bpkqupkq, (7)

where xpkq P Rnx is the state and upkq P Rnu is the control
input at time k P Z¥0, with nx, nu P Z¥1. Time-varying
matrices Apkq and Bpkq are unknown and take values in
Rnx�nx and Rnx�nu for any k P Z¥0, respectively.

Our goal is to stabilize the origin of system (7) despite the
fact that Ap�q and Bp�q are unknown and time-varying. To
address these two challenges in a direct data-driven fashion
whereby only measured data are used, we propose using
an event-triggered approach. Specifically, we apply the last
constructed linear state-feedback law until it is outdated in
the sense that a state-dependent condition related to some
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appropriately designed Lyapunov property is not fulfilled. The
violation of this condition triggers a new episode where,
whenever this is possible, a new feedback law is computed
based on the last collected data, and then applied to plant (7).
We then keep repeating these steps, and provide a closed-
loop stability analysis of this nonlinear adaptive feedback
interconnection by framing it as an instance of the hybrid
system class described in Section III.

To model the problem as a hybrid discrete-time system, we
need to introduce auxiliary variables appearing in the design
of the feedback gains and the episode-triggering condition.

B. Auxiliary variables
All the variables introduced in the sequel are summarized

in Table I together with their “informal” meaning and the set
over which they are defined.

1) Counter: We first introduce a counter1 κ P Z¥0 of the
physical time on which A and B depend in (7). Hence, when
no new episode is triggered,

κ� � κ� 1, (8)

and when a new episode is triggered, κ keeps the same value,

κ� � κ. (9)

As a result, by (7), when no episode is triggered,

x� � Apκqx�Bpκqu, (10)

and, when a new episode is triggered,

x� � x. (11)

2) Data variables: To design a feedback controller with
some desired properties for system (10)-(11), we use at each
episode-triggering time instant the values of the plant state x
and of the input u over the last T physical time steps, where
T P Z¥1 is a design parameter. We elaborate below on the
choice of T and on episodes that may be triggered before T
physical steps have passed in the sequel (Remarks 1 and 5).

To model the data collection process, we introduce variablespX,X P Rnx�T and U P Rnu�T , whose dynamics are, when
no episode is triggered,pX� � r pX2:T , xs

X� � rX2:T , Apκqx�Bpκqus
U� � rU2:T , us,

(12)

where we recall that M2:T is the matrix obtained by truncating
the first column of matrix M , and when a new episode is
triggered,

p pX�, X�, U�q � p pX,X,Uq. (13)

Equations (12)-(13) mean that, at time pk, jq with k ¥ T ,pX and U collect the values of x and u from physical time
k � T to k � 1, respectively, and X collects the value of x
from k � T � 1 to k as they remain unchanged when a new
episode is triggered. The next lemma formalizes these claims
considering system (8)-(13) as a hybrid system of the form of

1See Remark 4 for a technical justification.

(1) where set C corresponds to no episode triggering and D
to episode triggering.

Lemma 2: Given T P Z¥1, for any solution px, κ, pX,X,Uq
to (8)-(13) and any discrete arc2 u, for any pk, jq P
dom px, κ, pX,X,U, uq with k ¥ T ,pXpk, jq � rxpk � T, jk�T q . . . xpk � 1, jk�1qs P Rnx�T

Xpk, jq � rxpk � T � 1, jk�T�1q . . . xpk, jkqs P Rnx�T

Upk, jq � rupk � T, jk�T q . . . upk � 1, jk�1qs P Rnu�T ,
(14)

where jk1 P Z¥0 is such that pk1, jk1q P dom px, κ, pX,X,U, uq
for any k1 P Z¥0. l

Proof: Let px, κ, pX,X,Uq be a solution to (8)-(13) with
discrete arc u. By (12), pXp1, j1q � r pX2:T p0, 0q, xp0, 0qs.
Then,pXp2, j2q � r pX2:T p1, j1q, xp1, j1qs

...pXpT, jT q � r pX2:T pT � 1, jT�1q, xpT � 1, jT�1qs
� rxp0, 0q, xp1, jjq, . . . , xpT � 1, jT�1qs.

(15)
By repeating these steps, we have for any pk, jq in the solution
domain with k ¥ T , pXpk, jq � rxpk � T, jk�T q, . . . , xpk �
1, jk�1qs, which corresponds to the first line of (14). We
similarly obtain the other equations of (14). ■

Lemma 2 implies that variables pX , X and U are consistent
with the data matrices commonly encountered for the data-
driven control of LTI systems (see, e.g., [3], [4]) after T
physical time steps have elapsed. Contrary to the offline LTI
system setting where these have been previously employed,
it is essential here to include these data-based matrices in the
state vector as they evolve with time and play a key role in the
design of the adaptive controller. In this way, the developed
hybrid model will capture all the variables involved in a self-
contained manner.

Remark 1: Matrices pX , X and U can be initialized with
any real matrix of the appropriate dimensions. When k ¤ T ,
all the columns of pX , X and U may not be related to the plant
states and input, respectively. Our analysis covers this situation
and we will be able to guarantee stability properties as desired
under appropriate conditions, despite arbitrary initializations ofpX , X and U . Nevertheless, in practice, it is reasonable to first
run an experiment over a “physical” time interval of length
T on the system, using possibly an open-loop sequence of
inputs, just before p0, 0q so that pX , X and U are initialized
with relevant data at the initial time. l

3) Controller variables: In this work we restrict our attention
to the policy class of linear state-feedback controllers, i.e.,
u � Kx, where K P Rnu�nx is the controller gain to be
determined. Because this controller gain will vary at each
episode (only), it is natural to model it as a state variable,
whose dynamics depend on the most recently collected data,
namely pX , X and U in (12)-(13). We also introduce the
associated Lyapunov-like matrix S P SS � Snx

¡0 with SS

bounded, as well as other related auxiliary variables described

2Although we did not define solutions to hybrid discrete-time systems with
external inputs in Section III, in the following u will be a function of the state
variables so that the adopted notion of solution in Definition 1 will apply.
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x Plant state Rnx

κ Physical time counter Z¥0pX Collection of the value of x from k � T to k � 1 Rnx�T

X Collection of the value of x from k � T � 1 to k Rnx�T

U Collection of the value of u from k � T to k � 1 Rnu�T

K Controller gain Rnu�nx

S Lyapunov-like matrix S � Snx
¡0

F Matrix involved in the controller update rule Snx
¡0

a1, a2 Scalar variables involved in the controller update rule r0, 1s, R¥0

η Variable involved in the episode-triggering condition Sη � Rnη

q Concatenation of all the state variables, see (20) Sq in (20)
q1 Plant state x with the notation of Section III-C S1 � Rnx

q2 All the state variables but x, i.e., pκ, pX,X,U,K, S, F, a1, a2, ηq S2 in (23)
x̂ Value of state x at the last physical time Rnx

d Concatenation of the time counter and data-matrices, i.e., pκ, pX,X,Uq Sd :� Z¥0 � Rnx�T � Rnx�T � Rnu�T

TABLE I
SUMMARY OF THE VARIABLES

later a1 P r0, 1s, a2 P R¥0 and F P Snx
¡0. As these

variables are only updated at each new episode, the dynamics
of K,S, F, a1, a2 when no episode is triggered is,

pK�, S�, F�, a�1 , a
�
2 q � pK,S, F, , a1, a2q. (16)

On the other hand, when a new episode is triggered K,S, F, a1
and a2 are updated according to

pK�, S�, F�, a�1 , a
�
2 q P Lp pX,X,Uq, (17)

where L : Rnx�T � Rnx�T � Rnu�T Ñ Rnu�nx � SS �
Snx
¡0�r0, 1s�R¥0 is a set-valued map to be designed. Notice

that pX,X,U are only used at the episode triggering instant to
define the controller gain K (and the associated variables S,
F , a1, a2).

Remark 2: Since u � Kx, (10) reads x� � Apκqx �
BpκqKx, and the update of U in (12) between two successive
episode-triggering instants is given by U� � rU2:T ,Kxs. This
will be reflected in the definition of map f for system (1), see
(21) below. l

4) Episode-triggering variables: We will finally need some
auxiliary variables to design the episode-triggering condition,
which we denote by η P Sη � Rnη with nη P Z¥1. We write
the dynamics of the η-system as, when no episode is being
triggered,

η� � hpx, κ, ηq (18)

and when an episode is triggered,

η� � ℓpx, κ, ηq. (19)

Adding extra variables to define triggering conditions is com-
mon in the event-triggered control literature, see, e.g., [11],
[16].

C. Hybrid model

We collect the variables introduced so far to form the state
vector

q :� px, κ, pX,X,U,K, S, F, a1, a2, ηq P Sq (20)

where Sq :� Rnx � Z¥0 � Rnx�T � Rnx�T � Rnu�T �
Rnu�nx �SS � Snx

¡0� r0, 1s �R¥0�Sη . We can then model

the overall closed-loop system as (1) with, in view of Section
IV-B,

fpqq :�

�
���������������

Apκqx�BpκqKx
κ� 1

r pX2:T , xs
rX2:T , Apκqx�BpκqKxs

rU2:T ,Kxs
K
S
F
a1
a2
hpqq

�
��������������


, Gpqq :�

�
��������

x
κpX
X
U

Lp pX,X,Uq
ℓpqq

�
�������

,

(21)
where f is defined over C and g over D, both sets later defined
in Section VI-B.

Remark 3: Variables pX,X,U,K, S, F are matrix-valued
while q in Section III is given as a vector. This inconsistency
can easily be overcome by vectorizing these matrix variables.
We have chosen not to do so in (21) to not over complicate
the notation. l

Remark 4: The reason why we have introduced κ is to
obtain an autonomous hybrid model of the form of (1), like in
[15, Example 3.3] and [17]. When a solution q to (1) with (21)
is such that κp0, 0q � 0, then κpk, jq � k for any k P Z¥0

such that there exists j P Z¥0 with pk, jq P dom q, in other
words κ corresponds to the physical time k. On the other
hand, by initializing κ to an integer value different from zero,
we allow the initial physical time on which A and B depend
in the original plant equation (7) to be non-zero, which is
important when dealing with such time-varying systems. In
that way, while any solution to p1q has for initial time p0, 0q
by Definition 1, the matrices A and B are allowed to initially
depend on κp0, 0q � 0. l

D. Design objective

Consider system (1) with (21), the objective is to design
set-valued map L, the triggering condition, i.e., the sets C and
D as well as η and its dynamics, to ensure stability properties
for set A defined as

A :� tq P Sq : x � 0u . (22)
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With the notation of Section III-C, this corresponds to set A
in (2) with

q1 � x, q2 � pκ, pX,X,U,K, S, F, a1, a2, ηq, S1 � Rnx ,

S2 � Z¥0 � Rnx�T � Rnx�T � Rnu�T � Rnu�nx

� SS � Snx
¡0 � r0, 1s � R¥0 � Sη.

(23)
We provide for this purpose conditions under which (P1)-

(P3) in Section III hold. In particular, in Section V we give
conditions allowing us to design L and thus the adaptation
law for the feedback gain K such that desirable Lyapunov
properties are guaranteed on C. In Section VI, we derive
Lyapunov properties for system (1), (21) on D. We then merge
the results of Sections V and VI and show that the established
Lyapunov properties imply the satisfaction of (P1)-(P3), and
finally derive conditions allowing the application of Theorem
1 in Section VII.

V. CONTROLLER DESIGN

We present the method used to design the set-valued map
L in (17) when an episode is triggered.

A. Data-based representation
For any κ P Z¥0, we define

Apκq :� rApκ� T q . . . Apκ� 1qs P Rnx�nxT

Bpκq :� rBpκ� T q . . . Bpκ� 1qs P Rnx�nuT .
(24)

These matrices are not used for design but only for analysis
purpose. The next result is a direct consequence of Lemma 2
and (24), its proof is therefore omitted.

Lemma 3: For any solution q to (1), (21) and any pk, jq P
dom q with k ¥ T ,

Xpk, jq � Apκpk, jqqN p pXpk, jqq � Bpκpk, jqqN pUpk, jqq,
(25)

where the map N is defined in the notation part. l

To shorten the notation only, we denote the concatenation
of the data-matrices pX,X,U , with the counter variable κ by

d :� pκ, pX,X,Uq P Sd, (26)

with Sd :� Z¥0�Rnx�T�Rnx�T�Rnu�T ; to help remember
its meaning, d can be associated with the word “data” and we
will sometimes refer to d as the data with some slight abuse
of terminology. For any d P Sd and κ1 P Z¥0, we define

Dpd, κ1q :� Apκ1q pX �ApκqN p pXq �Bpκ1qU � BpκqN pUq,
(27)

which belongs to Rnx�T . We can equivalently rewrite (27) as

Dpd, κ1q � pApκ1q b 1JT �ApκqqN p pXq
�pBpκ1q b 1JT � BpκqqN pUq.

(28)

We can interpret Dpd, κ1q as a matrix “measure” of the
distance between the matrices Apκ1q and Bpκ1q evaluated at
a given κ1 P Z¥0, typically greater than or equal to κ, and
the corresponding matrices in Apκq and Bpκq in (24) that
generated d. Equation (28) shows indeed that, if system (10) is
time-invariant, then Dpd, κ1q � 0 for any κ1 P Z¥0; otherwise,
there exists κ1 P Z¥0 such that Dpd, κ1q might be non-zero
compatibly with the data collected in N p pXq and N pUq.

B. Matrix proximity sets for LTV systems
Because gain K is designed based on the values of pX , X

and U at the last episode-triggering instant in view of (21)
and A and B are time-varying, these data only carry partial
information on the true system matrices at the current time.
We characterize here the uncertainty associated with using the
data-based representation (25) given pX , X and U in place of
the true plant model (10).

Motivated by the interpretation of D above, we define the
following matrix function for any data d P Sd, MA P Rnx�nx

and MB P Rnx�nu ,rDpd,MA,MBq :�MA
pX�ApκqN p pXq�MBU�BpκqN pUq.

(29)
Clearly rDpd,MA,MBq � Dpd, κ1q when MA � Apκ1q and
MB � Bpκ1q for some κ1 P Z¥0 in view of (28). Using (29),
for any d P Sd and F P Snx

¡0, we introduce the matrix set

Epd, F q :�
 
rMA MBs

J
P Rpnx�nuq�nx :rDpd,MA,MBq rDpd,MA,MBq

J
¨ F

(
,

(30)

defining the set of matrices that are close to the data-
based representation (25). It is useful to introduce this set
because, given κ1 P Z¥0, the closeness condition for the
system matrices rApκ1q Bpκ1qsJ P Epd, F q is equivalent to
Dpd, κ1qDpd, κ1qJ ¨ F , which is a condition that can be
enforced using robust control tools. We will sometimes omit
in the remainder the arguments of E , and of related sets,
whenever this is clear from the context.

The definition of set E raises two important questions.
First, despite the quadratic dependence on MA and MB , it is
unclear by simple inspection of (29) under which conditions
E is non-empty and whether it is an ellipsoidal set akin
to those encountered in the recent literature on data-driven
control of LTI systems [18], [19]. Second, the set in (30)
depends on Apκq and Bpκq and thus on the unknown time-
dependent matrix-valued maps Ap�q and Bp�q in view of
(29), and therefore cannot be explicitly computed. The next
result addresses both questions and is an application of recent
developments on quadratic matrix inequalities [19].

Lemma 4: Given T P Z¥1, let data d P Sd be such that

X � ApκqN p pXq � BpκqN pUq (31)

with A,B in (24). Define Z :�
�
xX
U

�
and M :� ZZJ. Given

F P Snx
¡0 and the associated set Epd, F q in (30), then:

(i) Epd, F q is non-empty if and only if

∆ :� XZJM :ZXJ �XXJ � F © 0, (32)

(ii) for any MA P Rnx�nx and MB P Rnx�nu ,

rMA MBs
J
P Epd, F q ô rMA MBs

J
P pEpd, F q, (33)

where pEpd, F q has the data-based representationpEpd, F q :�  pZ : p pZ � Zcq
JMp pZ � Zcq ¨ ∆

(
(34)

with Zc :�M :ZXJ P Rpnx�nuq�nx .
(iii) Epd, F q is bounded if and only if M ¡ 0. l

We give a concise proof of this result to point out which
observations are needed to leverage results from [19].
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Proof: Let MA and MB be of compatible dimensions, we
have by (29) and (31)rDpd,MA,MBq � rMA MBsZ �X. (35)

which is a data-based representation of (29). ThereforerDpd,MA,MBq rDpd,MA,MBq
J ¨ F

ô prMA MBsZ �Xq
�
ZJ rMA MBs

J
�XJ

	
¨ F

ô rMA MBsM rMA MBs
J
� rMA MBsZXJ

�XZJ rMA MBs
J
�XXJ ¨ F.

ô

�� I
MJ

A

MJ
B

��J �
F �XXJ XZJ

ZXJ �M

��� I
MJ

A

MJ
B

�� © 0

(36)
which shows that Epd, F q is a set defined by a quadratic matrix
inequality with a data based representation. Note first that
M © 0 and the kernel of M is contained or equivalent to
the kernel of XZJ. This allows us to apply the arguments in
[19, Eq. 3.4] and in [19, Eq. 3.3] to show item (i) and item
(ii), respectively. Item (iii) follows from [19, Thm. 3.2(b)].

To characterize the shape of the set when Z has not full
row rank and thus M is singular, define m P r1, nx�nu� 1s
the dimension3 of the image of Z, and V J P Rm�nx�nu and
WJ P Rpnx�nu�mq�nx�nu the matrices built with a basis of
the image and the left kernel of Z, respectively. Then it follows
from item (ii) that any element Epd, F q can be written as

rMA MBs
J
� PWJ �QV J, P P Rpnx�nuq�pnx�nu�mq

Q P
 rQ : p rQJ � rZcq

J�Mp rQJ � rZcq ¨ r∆(
(37)

where �M :� V JMV , rZc :� ��M�1 rN , rN :� V JN andr∆ :� rNJ�M�1 rN �XXJ � F .
■

If Z has full row rank, set E from (30) is an ellipsoid in the
space of real system matrices of dimensions pnx � nuq � nx

and pE in (34) is an equivalent data-based description. When
Z is rank deficient, pE has a geometric characterization as an
unbounded ellipsoidal-type set (37).

C. Lyapunov property
We exploit set E in (30) to define the next central closed-

loop property guiding the control and episode-triggering con-
dition design.

Property 1: Given T P Z¥1 and d P Sd, there exist a1 P
r0, 1s, a2 P R¥0, F P Snx

¡0, S P SS and K P Rnu�nx such
that for any ε P R¥0,

rMA MBs
J
P Epd, F � εS�1q ñ

V ppMA �MBKqx, Sq ¤ pa1 � a2εqV px, Sq @x P Rnx ,
(PT pdq)

with V px, Sq :� xJSx and E defined in (30). l

Property 1 implies the existence of a piecewise quadratic
function V that characterizes the closed-loop response of any
plant model described by state and input matrices included in
the set Epd, F � εS�1q. This property is used to define the

3The case m � 0 is not of interest since it corresponds to the system at
equilibrium x � 0.

variables S, F, a1, a2 mentioned in Section IV-B.3. We see that
matrix S plays the role of Lyapunov-like matrix as already
hinted at. Matrix F characterizes the set of matrices Epd, F q
for which the function V is guaranteed to decay with rate4 a1
along the corresponding solutions. On the other hand, matrix
εS�1 allows enlarging the set for which the right hand-side of
(PT pdq) holds from Epd, F q to Epd, F � εS�1q, which may
result in the loss of the non-increasing property of V along
the corresponding solutions. Indeed, we see that when ε ¥ 0
is big enough, a1 � a2ε becomes bigger than 1. Note finally
that the choice to take εS�1 to inflate set Epd, F q in place of a
generic E P Snx

©0 is not restrictive as, given any E P Snx
©0, we

can always take ε :� min
 
ε1 P R¥0 : ε1S�1 © E

(
, which

exists as E P Snx
©0 and S P Snx

¡0.

D. Intra-episodic control design
Given Property 1, we can define the map L in (17) as any

set-valued map from Rnx�T �Rnx�T �Rnu�T to Rnu�nx �
SS � Snx

¡0 � r0, 1s � R¥0 such that, for any d P Sd,

Lp pX,X,Uq�
!
pK 1, S1, F 1, a11, a

1
2q : pPT pdqq holds

)
.

(38)
We present below a possible construction of L. The key
observation is that, due to the set inclusion nature of Property
1, K should possess some inherent robustness. We therefore
take inspiration from the results in [3, Theorem 5] valid
for noisy LTI systems, and extend them to our setting. We
emphasize that Property 1 can also be achieved via alternative
robust data-based approaches, e.g., S-lemma [19] or Petersen’s
lemma [18].

Proposition 2: Given T P Z¥1 consider any d P Sd such
that

X � ApκqN p pXq � BpκqN pUq. (39)

If there exist ς P R¡0, Y P RT�nx , H P Snx
¡0 such that the

following LMI has a feasible solution� pXY � ςXXJ �H XY

� pXY

�
¡ 0,

�
IT Y

� pXY

�
¡ 0, (40)

then Property 1 holds with any F P Snx
¡0 satisfying F   ς

1�ςH ,
a1 � 1�a, a � max

 
a1 P R¥0 : a1S�1 ¨ H�p1�ς�1qF

(
,

a2 � 1� ς�1, K :� UY p pXY q�1 and S � p pXY q�1 ¡ 0. l
The proof of Proposition 2 is given in the appendix. Propo-

sition 2 provides data-based LMI conditions that can be used
on-line to obtain variables satisfying Property 1. Contrary to
standard results in the recent data-based literature [3], [18],
Proposition 2 does not assume persistence of excitation of the
collected data sequence, more precisely that

�
UJ pXJ

�J
has

full row rank. This is important due to the on-line nature of the
algorithm, whereby it may be difficult to guarantee a priori that
such a condition will be satisfied without adding exploratory
signals. The drawback is that the search for the gain K is
restricted, in the case of low rank data, to a smaller space as
shown in the proof of Proposition 2 in the appendix (cf. (69)).
Note that, even if persistence of excitation was verified, the

4We call a1 decay rate although it can be equal to 1 with some slight abuse
as a1 will typically belong to r0, 1q.
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results for noisy data in [3] only give sufficient conditions. To
reduce this source of conservatism, it is interesting to consider
formulations based on the S-lemma [19] that, in the noisy LTI
case, yield instead necessary and sufficient conditions; we see
this as a meaningful next step and plan to do so in future
work.

In view of Proposition 2, a possible definition of L in (38)
is, for any pX,X P Rnx�T and U P Rnu�T ,

Lp pX,X,Uq :�
!
pK,S, F, a1, a2q :

Dpς, Y,Hq P R¡0 � RT�nx � Snx
¡0 s.t. p40q holds,

K, S, F, a1, a2 as in Proposition 2
)
.

(41)

This definition allows one to pick any selection of L, which
can be obtained e.g., by adding an objective function to (40).

Remark 5: The value of T defines the number of columns
in the data matrices pX,X,U and in data-driven control works
is typically chosen large enough to guarantee that

�
UJ pXJ

�J
has full row rank. Because this property is not used here, there
is no strict lower bound on its value for our statements to hold.
However, the choice of T has an important effect on the map
L (41) and navigates the trade-off between using more of the
past information to design the new controller and increasing
the set of matrices Epd, F q with guaranteed decaying V along
the solutions. We currently see this as a tuning parameter and
quantifying its impact is an important topic of future research.
l

VI. EPISODE-TRIGGERING

We explain in this section how to define the episode-
triggering condition, i.e., how to design sets C and D as well
as η and its dynamics for system (1), (21).

A. Main idea
Assuming Property 1 holds, the idea is to monitor the

Lyapunov function V along the on-going solution. As long as
this function strictly decreases with a certain decay rate there
is no need to trigger a new episode as this means a desirable
stability property holds. If we detect that this is not the case,
we update the controller gain and a new episode is triggered,
but this can only occur when Lp pX,X,Uq is non-empty, which
will be reflected in the definition of set C. Similar triggering
techniques have been developed in different contexts, see e.g.,
[9]–[12].

To formalize this idea, we need to introduce a couple of
auxiliary variables, which will form the vector η in Section
IV-C. We first introduce x̂, which is essentially the value of x
at the last physical time. Hence, the dynamics of the x̂-system
is given by, when no episode is triggered,

x̂� � x (42)

and, when an episode is triggered and thus the physical time
is “frozen”,

x̂� � x̂. (43)

Thanks to x̂, we can now compare the value of V at the current
plant state, namely V px, Sq, with its value at the previous

physical time, namely V px̂, Sq. We can thus monitor on-line
whether

V px, Sq ¤ σpa1qV px̂, Sq, (44)

where σpa1q P r0, 1s is a desired decay rate of function V
along the solutions to (1), (21). In particular, we would take
σpa1q P

�
a1, 1s so that σpa1q is greater than or equal to the

nominal decay rate of V in Property 1, namely a1. When
σpa1q   1, (44) guarantees the strict decrease of V along
the considered solution. On the other hand, when V px, Sq ¥
σpa1qV px̂q, a new episode is triggered if possible, i.e., if
Lp pX,X,Uq � H. A similar condition to (44) was proposed
in [6] for detecting the active mode in data-based control of
switched linear systems. Because the values of x and x̂ do not
change at each jump corresponding to a new episode in view
of (21) and (43), the condition V px, Sq ¥ σpa1qV px̂, Sq may
still hold after triggering a new episode. If such a situation
occurs, this would lead to a Zeno-like behavior in the sense
that infinitely many episodes will be triggered in finite physical
time. To avoid this shortcoming, we introduce a toggle variable
τ P Z¥0. The dynamics of τ is

τ� � 1 q P C, τ� � 0 q P D. (45)

We only allow a new episode to be triggered when τ � 1,
which enforces that at least one physical time step has elapsed
since the last episode-triggering instant. This mechanism is
needed to avoid episodes to be triggered infinitely many times
at the same physical time, using the same set of data.

Having introduced all the auxiliary variables, we can define

η :� px̂, τq P Sη with Sη :� Rn � t0, 1u, (46)

whose dynamics is given by (18) and (19) with maps

hpqq :� px, 1q @q P C, ℓpqq :� px̂, 0q @q P D. (47)

B. Sets C and D and overall model

We define the sets C and D of system (1), (21), as in
(48), where V px, Sq � xJSx as in Property 1. These sets
capture the information description in Section VI-A. Indeed,
set C defines the region of the state space where the Lyapunov
function V decays as desired or where an episode has just
been triggered (i.e., τ � 0) or, lastly, where it is not possible
to design a new feedback gain (i.e., Lp pX,X,Uq � H). Set
D is defined similarly to enforce the triggering of an episode.
The overall model is denoted by H and is defined in (48).

The next result establishes the k-completeness of any max-
imal solution to H thereby ruling out Zeno-like behavior
as already observed above. The proof directly follows by
application of Proposition 1 and the definition of system H,
and is therefore omitted.

Proposition 3: Any maximal solution to H is k-complete.
l

Remark 6: Other triggering conditions could very well be
considered. We could for instance enforce a certain number
of physical time instants before checking a state-dependent
criterion and not just one as in (48), like in time-regularized
event-triggered control, see, e.g., [20]–[22]. We could also



10 IEEE TRANSACTIONS AND JOURNALS TEMPLATE

H :

$&% q� �
�
Apκqx�BpκqKx, κ� 1, r pX2:T , xs, rX2:T , Apκqx�BpκqKxs, rU2:T ,Kxs,K, S, F, a1, a2, x, 1

	
q P C

q� P
�
x, κ, pX,X,U, Lp pX,X,Uq, x̂, 0

	
q P D

with q � px, κ, pX,X,U,K, S, F, a1, a2, ηq, Lp pX,X,Uq � tpK 1, S1, F 1, a11, a
1
2q : pPT pdqq holdsu and

C :�
!
q : V px, Sq ¤ σpa1qV px̂, Sq _ τ � 0_ Lp pX,X,Uq � H

)
D :�

!
q : V px, Sq ¥ σpa1qV px̂, Sq ^ τ � 1^ Lp pX,X,Uq � H

)
.

(48)
envision dynamic triggering rules, which only trigger when a
static state-dependent criterion is violated for a certain amount
of time, inspired by [16], [23]. We leave these extensions for
future work. l

C. Lyapunov property
To conclude this section, we derive properties of function V

at jumps due to the triggering of a new episode. This property
will be exploited in Section VII to ensure the satisfaction of
(P3) for the overall model.

Proposition 4: For any q P D and any5 g �
px, κ, pX,X,U,K�, S�, F�, a�1 , a

�
2 , ℓpqqq P Gpqq,

V px, S�q ¤ νdpq2qV px, Sq (49)

with νdpq2q P R¥0 verifying S1 ¨ νdpq2qS for any
pK 1, S1, F 1, a11, a

1
2q P Lp pX,X,Uq. l

Proof: Let q P D and g � px, κ, pX,X,U,K�, S�, a�, ℓpqqq P
Gpqq. As q P D, Lp pX,X,Uq is non-empty. We have
V px, S�q � xJpS�qJx ¤ νdpq2qx

JSx � νdpq2qV px, Sq;
note that νd is well-defined as SS is bounded and S P Snx

¡0.
We have obtained the desired result as q and g have been
arbitrarily selected. ■

We can now establish stability properties for system H.

VII. STABILITY GUARANTEES

We exploit the results of Sections V and VI to show that
(P1)-(P3) in Section III-D are satisfied for system H with
set A in (22). We then apply Theorem 1 to derive general
conditions under which stability properties hold for system
H. Afterwards, we focus on case studies for which we can
derive more interpretable stability conditions.

A. Ensuring (P1)-(P3) for H
We introduce for the sake of convenience the next subset

of C as defined in (48)

C1 :� tq P Sq : V px, Sq ¤ σpa1qV px̂, Squ . (50)

We establish in the following result that (P1)-(P3), as stated
in Section III-D, hold for system H.

Proposition 5: Given T P Z¥1, consider system H. Then
(P1)-(P3) hold with

Upqq :� V px, Sq @q P Sq

αps, q2q � λminpSqs
2 @ps, q2q P R¥0 � S2

αps, q2q � λmaxpSqs
2 @ps, q2q P R¥0 � S2

νcpqq �

"
σpa1q fpqq P C1
θpq2q fpqq R C1

@q P C,
(51)

5We acknowledge that we write K�, S�, F�, a�1 , a�2 with some abuse
of notation, this is done only to simplify the exposition.

νd as in Proposition 4, V as in Property 1, θpq2q P rθpq2q,8q,
θpq2q :� min

 
θ1 P R¥0 : pApκq � BpκqKqJSpApκq �

BpκqKq ¤ θ1S
(

, q2 as in (23). l

Proof: Let q P C Y D, by definition of U in (51), Upqq �
V px, Sq � xJSx. As S P SS � Snx

¡0, λminpSq|x|
2 ¤ Upqq ¤

λmaxpSq|x|
2 with 0   λminpSq ¤ λmaxpSq. This proves (P1)

holds with α and α in (51).
Let q P C, Upfpqqq � V pApκqx � BpκqKx,Sq. When

fpqq P C1, by definition of f in (21) and of C1 in (50),
V pApκqx � BpκqKx,Sq ¤ σpa1qV px, Sq. Consequently,
Upfpqqq ¤ σpa1qUpqq. On the other hand, when fpqq R C1, by
definition of θpqq, Upfpqqq ¤ θpq2qUpqq. Note that θpq2q in
Proposition 5 is well-defined as pApκq �BpκqKqJSpApκq �
BpκqKq © 0 and S ¡ 0. We have proved that (P2) holds with
νc in (51). Finally, the satisfaction of (P3) with νd as in (51)
follows by Proposition 4. ■

Note that θpq2q in Proposition 5 is greater than σpa1q when
fpqq R C1, as fpqq would be in C1 otherwise. We show below
how to relate θ to parameters of Property 1 in Section V-B.

B. Bound on U along the solutions to H
The next lemma follows directly from Proposition 5, by

application of Lemma 1 and noting that a1 is constant on C,
see (21). Its proof is therefore omitted.

Lemma 5: Given T P Z¥1, consider system H, for any
solution q it holds that

Upqpk, jqq ¤ πpq, k, jqUpqp0, 0qq @pk, jq P dom q,
(52)

with U as in Lemma 5,

πpq, k, jq �

j�1¹
j1�0

kj1�1�1¹
k1�kj1

k1PT1pqq

σpa1pkj1 , j
1qqνdpq2pkj1�1, j

1qq

loooooooooooooooooooooooomoooooooooooooooooooooooon
(A)

�

kj1�1�1¹
k1�kj1

k1RT1pqq

θpq2pk
1, j1qq

looooooooooomooooooooooon
(B)

k�1¹
k2�kj

k2PT1pqq

σpa1pkj , jqq
k�1¹

k2�kj
k2RT1pqq

θpq2pk
2, jqq

looooooooooooooooooooooooomooooooooooooooooooooooooon
(C)

(53)
T1pqq :�

 
k P Z¥0 : Dj P Z¥0, pk, jq, pk � 1, jq P

dom q, qpk � 1, jq P C1
(

, k0, k1, . . . , kj as defined at the end
of Section III-B, C1 in (50) and θ in Proposition 5. l

Despite its apparent complexity, (52)-(53) admit an intuitive
interpretation. The term (A) is made of the product of the
desired decay rate σpa1q with νdpq2q, which is due to the
potential change of value of S at episode triggering, along
solutions. The term (B) characterizes the potential growth of
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U when the desired decay rate σpa1q is not met. This allows
quantifying, for example, the growth of π when a controller
update is triggered but Lp pX,X,Uq � H. Finally, the term (C)
is the product of σpa1q and of the potential growth quantified
by θ when k P rkj , kj�1s.

As long as the solution remains in C1, the growth rate
of πpq, �, �q is upper-bounded by the desired rate σpa1q and
we will be able to derive that π and thus Upqq converges
to the origin along the considered solution (under mild extra
conditions). The potential obstacle for the convergence of Upqq
to 0 as k � j goes to infinity is if the solution wanders too
often and for too long periods of physical times outside C1.
This may be due to the fact that the matrices A and B are
changing significantly too often, so that after a new episode
the solution does not remain in C1 for long enough periods
of physical time, or that the lastly collected data pX , X , U
do not yield a new controller gain K, i.e., Lp pX,X,Uq � H.
Later we will capture analytically these effects by providing
sufficient conditions for stabilization that can be related to the
system’s time-variations.

Before proceeding further, it is essential to relate θ in (53),
which characterizes the growth of U when the solutions to
H are not in set C1, to the parameters of the matrix sets in
Property 1. This relation is derived in the next lemma.

Lemma 6: Given T P Z¥1, consider system H. For
any solution q and any pk, jq P dom q with k ¥ T
and j ¥ jT � 1, there exists ε : Sd Ñ R¥0

such that rApκpk, jqq Bpκpk, jqqsJ P E
�
dpk, jq, F pk, jq �

εpdpk, jqqS�1pk, jq
	

, with E in (30), d in (26), and Lemma
5 holds with θpq2pk, jqq � a1pk, jq � a2pk, jqεpdpk, jqq. l

Proof: Let q be a solution to H and pk, jq P dom q with k ¥ T
and j ¥ jT�1. By Lemma 3 and item (i) of Lemma 4, the
set Epdpk, jq, F pk, jq�εS�1pk, jqq is non-empty for ε P R¡0

sufficiently big as Spk, jq P Snx
¡0. Furthermore, in view of

the definition of E in (30), we can always find εpdpk, jqq P
R¥0 sufficiently big such that rApκpk, jqq Bpκpk, jqqsJ P

E
�
dpk, jq, F pk, jq � εpdpk, jqqS�1pk, jq

	
. Consequently, as

pPT pdpqpkj , jqqqq holds by definition of L in (38),

V ppApκpk, jqq �Bpκpk, jqqKpk, jqqxpk, jq, Spk, jqq
¤

�
a1pk, jq � a2pk, jqεpdpk, jq

�
V pxpk, jq, Spk, jqq.

In view of the definition of θ in Proposition 5, θpq2pk, jqq ¤
a1pk, jq � a2pk, jqεpdpk, jqq, which means we can select
θpq2pk, jqq � a1pk, jq � a2pk, jqεpdpk, jqq in Lemma 5. ■

Lemma 6 quantifies the relation between the distance of
the plant matrices rBpκqApκqs from the matrix set Epd, F q
of guaranteed decay (characterized by εS�1) and the growth
rate θ of U along the corresponding solutions. Lemma 6 also
allows us to derive a more insightful expression for π in (53)

by replacing the terms (B) and (C) as below

(B) �

kj1�1�1¹
k1�kj1

k1RT1pqq
j1¤jT�1

θpq2pk
1, j1qq

loooooooooomoooooooooon
(B1)

kj1�1�1¹
k1�kj1

k1RT1pqq
j1¥jT�1

pa1pk
1, j1q�a2pk

1, j1qεpq2pk
1, j1qqq

loooooooooooooooooooooooooomoooooooooooooooooooooooooon
(B2)

(C) �
±k�1

k2�kj
k2PT1pqq

σpa1pkj , jqq

�
±k�1

k2�kj
k2RT1pqq

pa1pk
2, jq � a2pk

2, jqεpq2pk
2, jqqq.

(54)
The term (B1) is due to what happens before the jT � 1th

episode has occurred, during which we do not have much
control of the Lyapunov-like function V unless we know a
stabilizing policy valid for the first physical time steps for
instance. This is reasonable when we have a good knowledge
of the initial values of A and B, but these may significantly
vary afterwards thereby justifying the proposed approach. The
term (B2) characterizes the potential growth of U when the
desired decay rate σpa1q is not verified. We see that the
corresponding terms depend on ε as in Lemma 6, which char-
acterizes the “distance” of rApκq BpκqsJ to the set Epd, F q
for which decay is guaranteed as discussed in Section V-C.
Similar interpretations hold for term (C).

C. General stability conditions
The next theorem follows by application of Theorem 1 to

system H with π in (53).
Theorem 2: Given T P Z¥1, consider system H. The

following holds.
(i) If there exists µ : R¥0�S2 Ñ R¥0 continuous and non-

decreasing in its first argument such that for any solution
q and any pk, jq P dom q, πpq, k, jqλmaxpSp0,0qq

λminpSpk,jqq
¤

µp|q1p0, 0q|, q2p0, 0qq with q1, q2,S2 in (23), π in (53),
then A is stable. In addition,

(i-a) if µps, �q is constant for any s P R¥0, then A is
uniformly stable,

(i-b) if for any complete solution q,
πpq, k, jqλminpSpk, jqq

�1 Ñ 0 as k � j Ñ 8
then A is GAS.

(ii) If there exists β P L such that for any solution q,
πpq, k, jqλmaxpSp0,0qq

λminpSpk,jqq
¤ βpk � jq for any pk, jq P dom q,

then A is UGAS.
(iii) If there exist c1 ¥ 1, c2 ¡ 0 such that for any solution

q, πpq, k, jqλmaxpSp0,0qq
λminpSpk,jqq

¤ c1e
�c2pk�jq for any pk, jq P

dom q, then A is UGES. l

Proof: (i) Let q be a solution to H. By Proposition 5 and
Lemma 5, for any pk, jq P dom q,

|q1pk, jq| ¤
�λmaxpSp0,0qq
λminpSpk,jqq

πpq, k, jq
� 1
2 |q1p0, 0q|

¤ µp|q1p0, 0q|, q2p0, 0qq
1
2 |q1p0, 0q| �: ϑp|q1p0, 0q|, q2p0, 0qq.

(55)
The map6 ϑ is of class-K8 in its first argument. As q has

6If µ � 0, we can take any ϑ : R¥0 � S2 Ñ R¥0 that is K8 in its first
argument and the result holds.
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been arbitrarily chosen, we derive by item (i) of Theorem 1
that A is stable for system H. Items (i-a) and (i-b) of Theorem
2 follow by application of items (i-a) and (i-b) of Theorem 1,
respectively.

(ii) Let q be a solution to H. By (55), for any pk, jq P dom q,

|q1pk, jq| ¤ βpk� jq
1
2 |q1p0, 0q|. As the map from R¥0�R¥0

to R¥0 defined as ps, tq ÞÑ βptq
1
2 s is of class-KL and q has

been arbitrarily chosen, we deduce from item (ii) of Theorem
1 that A is UGAS. Item (iii) of Theorem 2 is proved in a
similar manner. ■

A strength of Theorem 2 lies in the generality of the
(sufficient) conditions it proposes under which set A in (22)
exhibits stability properties. These conditions implicitly im-
pose restrictions on the matrices A and B and their rate of
change, thereby allowing to cover a range of scenarios in a
unified manner. A consequence of this is that the requirements
of Theorem 2 may be difficult to check as they involve
any solution to system H. Nevertheless, given an unknown
LTV system, we may exploit its features (like e.g., slowly
varying or sporadically varying plant matrices) to show that the
requirements of Theorem 2 hold. We demonstrate it in the rest
of this section where we provide easier-to-check conditions,
that can be related to the matrices A and B notably via the
matrix set characterization in Section V-B and Property 1. We
emphasize that these are only a sample of conditions ensuring
satisfaction of Theorem 2.

D. Case studies
1) Solutions eventually always in C1: The next result pro-

vides sufficient conditions to derive stability properties for A
for system H in the case where all solutions eventually always
lie in C1 defined in (50).

Theorem 3: Given T P Z¥1, consider system H. Suppose
there exist T � : S2 Ñ Z¥0 and µ1 : S2 Ñ R¥0 such that the
following holds for any solution q and pk, jq P dom q.

(i) When k ¥ T �pq2p0, 0qq, qpk, jq P C1.
(ii) When k ¤ T �pq2p0, 0qq, πpq, k, jqλmaxpSp0,0qq

λminpSpk,jqq
¤

µ1pq2p0, 0qq.
Then A is stable. In addition,


 if µ1 is constant, then A is uniformly stable,

 if σpa1pT

�pq2p0, 0qq, jT �pq2p0, 0qqqq P r0, 1q where
jT �pq2p0, 0qq � maxtj P Z¥0 : pT �pq2p0, 0qq, jq P
dom qu, then A is GAS,


 if µ1 and T � are constant and there exists µ2 P p0, 1q
such that σpa1pT �, j�T qq ¤ µ2 for any solution, then A is
UGES. l

Proof: Let q be a solution to H. We denote for the sake
of convenience pT �pq2p0, 0qq, jT �pq2p0, 0qq by pT �, jT �q. Let
pk, jq P dom q with k ¥ T �. We observe that by definition of
π in (53),

πpq, k, jq ¤ πpq, T �, jT �qπprq, k � T �, j � jT �q, (56)

with rqpk, jq � qpk � T �, j � jT �q, which is a solution to H
initialized at qpT �, jT �q. Hence, by item (ii) of Theorem 3,

πpq, k, jqλmaxpSp0,0qq
λminpSpk,jqq

¤ µ1pq2p0, 0qqπprq, k � T �, j � jT �q.
(57)

On the other hand, by item (i) of Theorem 3 and the defi-
nition of π in (53), we derive that πprq, k � T �, j � jT �q �
σpa1pT

�, jT �qq
k�T � and thus that

πpq, k, jqλmaxpSp0,0qq
λminpSpk,jqq

¤ µ1pq2p0, 0qqσpa1pT
�, jT �qq

k�T � .
(58)

As σpa1pT
�, jT �qq P r0, 1s in view of (44),

πpq, k, jqλmaxpSp0,0qq
λminpSpk,jqq

¤ µ1pq2p0, 0qq. (59)

We deduce from item (ii) of Theorem 3 and (59) that item (i) of
Theorem 2 is verified with µps1, s2q � µ1ps2q. Consequently,
A is stable. When µ1 is constant, we have by item (i-a) by
Theorem 2 that A is uniformly stable. When σpa1pT

�, jT �qq P
r0, 1q, by (58), πpq, k, jqλminpSpk, jqq

�1 Ñ 0 as k Ñ 8
when q is maximal; recall that it is k-complete by Proposition
3. As a consequence, A is GAS.

Finally, when µ1 and T � are constant, and σpa1pT
�, jT �qq ¤

µ2 P p0, 1q for any solution, (58) becomes for any pk, jq P
dom q with k ¥ T �

πpq, k, jqλmaxpSp0,0qq
λminpSpk,jqq

¤ µ1µ
k�T �

2 �µ1µ
�jT��T �

2 µk�jT�
2

(60)
where we write µ1pq2p0, 0qq � µ1 with some slight abuse of
notation. Noting that j � jT � when k ¥ T � by item (i) of
Theorem 3, we derive

πpq, k, jqλmaxpSp0,0qq
λminpSpk,jqq

¤ µ1µ
�T ��jT�
2 µk�j

2 . (61)

On the other hand, from item (ii) of Theorem 3, for any
pk, jq P dom q with k ¤ T �,

πpq, k, jqλmaxpSp0,0qq
λminpSpk,jqq

¤ µ1 ¤ µ1µ
�T ��jT�
2 µk�j

2 . (62)

We deduce from (61) and (62) that item (iii) of Theorem 2
holds with c1 � µ1µ

�T ��jT�
2 and c2 � lnpµ2q. As a result, A

is UGES. ■
Item (i) of Theorem 3 means that all solutions to H

eventually lie for all future hybrid times (recall that hybrid
times are pairs pk, jq, see Section III-B) in set C1. This
typically occurs when matrices Apκq and Bpκq eventually stop
varying significantly as formalized in the corollary below. Item
(ii) of Theorem 3 implies that we can upper-bound the norm
of q1 from physical time 0 to physical time T �pq2p0, 0qq (at
which q enters forever in C1) by the product of a function of the
initial value of q2 with the initial value of |q1|. Then, stricter
conditions are derived to ensure stronger stability properties.
The next corollary essentially provides conditions on A, B
and K such that the requirements of Theorem 3 hold.

Corollary 1: Given T P Z¥1, consider system H with
σpa1q P ra1, 1q for any a1 P r0, 1q and σp1q � 1. Suppose
there exist T � : S2 Ñ Z¥T and m P R¥0, such that the
following holds for any solution q and any pk, jq P dom q.

(i) When k ¥ T � and j ¥ jT � 1,

rApκpk, jqq Bpκpk, jqqsJ P EpdpT �, jT �q, F pT
�, jT �qq,

where we omit the dependence of T � on q2p0, 0q and
jT � � maxtj1 P Z¥0 : pT �, j1q P dom qu.

(ii) maxt}Apκpk, jqq}, }Bpκpk, jqq}, }Kpk, jq}u ¤ m.
Then A is stable. In addition,


 if T � is constant, then A is uniformly stable,
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 if a1pT �, jT �q P r0, 1q, then A is GAS,

 if T � is constant and there exists c P p0, 1q independent

of q such that
a1pT

�, jT �q ¤ c, (63)

then A is UGES. l

Proof: Let q be a solution to H and pk, jq P dom q with
k ¥ T � and j ¥ jT �1. Since T � ¥ T in item (i) of Corollary
1, by definition of L in (38), pPT pdpT

�, jT �qqq holds. As
a consequence, for any k ¡ T �, V pxpk, jT �q, Spk, jT �qq ¤
a1pT

�, jT �qV px̂pk, jT �q, Spk, jT �qq. Since a1pT
�, jT �q ¤

σpa1pT
�, jT �qq by definition of σ in Corollary 1, the above

inequality implies that qpk, jT �q P C1 for any k ¡ T �. As
a consequence, item (i) of Theorem 3 holds with T � � 1.
Item (ii) of Corollary 1 implies that |xpk, jq| ¤ pm�m2qT

�

for any pk, jq P dom q with k ¤ T �. We can then follow
similar lines as in the proof of Theorem 3 to derive that A is
stable as, although the term pm�m2qT

�

does not necessarily
upper-bounds πpq, k, jqλmaxpSp0,0qq

λminpSpk,jqq
, it does so for |xpk, jq|

which is needed in view of the proof of Theorem 1. When
T � is constant, |xpk, jq| is upper-bounded by a constant for
k ¤ T �, and we derive that A is uniformly stable like in
Theorem 3. When a1pT

�, jT �q P r0, 1q for any solution q,
σpa1pT

�, jT �qq P r0, 1q and we derive from Theorem 3 that
A is GAS. Finally, when T � is constant and (63) holds, we
conclude that A is UGES by the last item of Theorem 3. ■

Item (i) of Corollary 1 means that the matrices Apκq and
Bpκq eventually stay in set Epd, F q, which requires these
matrices not to vary significantly after some time. Item (ii)
of Corollary 1 on the other hand simply requires the plant
matrices and the controller to be norm-bounded, which is a
mild condition.

2) Solutions frequently enough in C1: The next result ensures
the satisfaction of the requirements of Theorem 2 by formal-
izing the intuition that, when every solution to system H lie in
C1 frequently enough, then desirable stability properties hold.

Theorem 4: Given T P Z¥1, consider system H and sup-
pose there exist λc : S2 Ñ r0, 1s, λd : S2 Ñ R¥0 with
λc ¤ λd, m1,m2 : S2 Ñ R¥0 and s, s P R¡0 such that the
following holds for any solution q and any pk, jq P dom q.

(i) sInx ¨ Spk, jq ¨ sInx .
(ii) σpa1pk, jqq ¤ λcpq2p0, 0qq.

(iii) maxtθpq2pk, jqq, νdpq2pk, jqqu ¤ λdpq2p0, 0qq with νd
and θ as in Proposition 5.

(iv) If qpk, jq R C1 and τpk, jq � 1,
Lp pXpk, jq, Xpk, jq, Upk, jqq � H.

(v) pk � 2jq lnpλcpq2p0, 0qqq � p3j � 1q lnpλdpq2p0, 0qqq ¤
m1pq2p0, 0qq �m2pq2p0, 0qqpk � jq.

Then A is stable. In addition,

 if m1 is constant, then A is uniformly stable,

 if m2pq2p0, 0qq   1, then A is GAS,

 if m1, m2 are constant and m2   1, then A is UGES.l

Proof: Let q be a solution to H and pk, jq P dom q.
By items (ii)-(iv) of Theorem 4 and (53), πpq, k, jq ¤
λcpq2p0, 0qq

k�2jλdpq2p0, 0qq
3j�1. By item (v) of Theorem 4,

we derive πpq, k, jq ¤ exppm1pq2p0, 0qq �m2pq2p0, 0qqpk �
jqq. By invoking item (i) of Theorem 4 and as m2pq2p0, 0qq ¥
0, we derive that item (i) of Theorem 2 holds with µps, zq �

s
s exppm1pzqq for any ps, zq P R¥0 � S2. Hence A is stable
by Theorem 2. The last three items of Theorem 4 follow by
application of Theorem 2. ■

Item (i) of Theorem 4 states that S is uniformly lower and
upper-bounded by positive definite matrices for any solution
q to system H, in which case it means that SS � tS P Snx

¡0 :
sInx

¨ S ¨ sInx
u; a similar assumption is made in [7]. Item

(ii) upper-bounds the decay rate of U in view of Proposition 5
using λcpq2p0, 0qq. This property is for instance verified with
λc � c when σpa1q ¤ c P p0, 1s along any solution to H,
which can be imposed by design. Item (iii), on the other hand,
upper-bounds the growth rate of U using λd, which is typically
equal or larger than 1. This property holds when θ admits
a constant upper-bound, say c1, with λd � maxtc1, s{su as
νdpq2q ¤ s{s by item (i) of Theorem 4. Recall that we can
relate θ to the parameters of Property 1, as shown in Lemma
6. Item (iv) means that, whenever the solution is not in C1 and
an episode has not just occurred, it is possible to update the
controller gain K; whereas this is the case in the numerical
examples of Section VIII, this assumption may be restrictive
and in general it cannot be guaranteed up-front due to the
data collection happening in closed-loop and the time-varying
nature of the problem. To mitigate this requirement, we plan
to investigate the addition of exploratory signals to guarantee
richness of the collected data. Finally, item (v) is inspired by
[15, Proposition 3.29], and is a condition that the decay rate
of U on C1, which is captured by λc, compensates the growth
of U when solutions leaves C1 described by λd. This condition
is thus satisfied when solutions remain sufficiently frequently
in C1, and can be related to (average) dwell-time conditions
that are customary in the switched systems literature.

VIII. NUMERICAL ILLUSTRATION

A. Algorithmic implementation of L

We discuss here the implementation details on the design
of the map L in (41). We propose solving an SDP with
variables ς, Y,H subject to LMI constraints (40) and with
the objective of maximizing det(H) to promote an increase
of the matrices set to which the controller is robust by design.
From the solution to this SDP we get the controller gain
K and the matrix S defining the quadratic Lyapunov-like
function V p�, Sq as in Proposition 2. To uniquely determine
the remaining output of L, we fix ϵF P p0, 1q and obtain

ς̂ � ς
ς�1 , F � p1� ϵF qς̂H, a1 � 1� a,

a2 � 1� ς�1, a � max
 
a1 P R¥0 : a1S�1

¨ ϵFH
(
.

(64)
The parameter ϵF influences the closed-loop properties we can
conclude from this control design. Precisely, choosing smaller
ϵF enlarges the set Epd, F q at the cost of a lower decay rate,
and viceversa. In all the analyses we selected ϵF � 0.1, and
adaptively chose σpa1q � 1 � 0.1p1 � a1q consistently with
Corollary 1 and Theorem 4. Unless otherwise stated, we study
the problem of controlling LTV systems obtained from time-
varying perturbations applied to the LTI system

A0 �

�
1.1 0.1
0.1 0.2

�
, B0 �

�
0.5 1
0.1 0.2

�
, (65)
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which has one unstable mode but is stabilizable. We consider
a simulation horizon r0, 100s and, slightly departing from the
theoretical framework7, we impose a first episode of fixed
length r0, T s, T � nx � nu, where we excite the system with
i.i.d uniformly distributed input with values in r�1, 1s. We
denote hereafter by K0 the control gain obtained at the end
of this initial interval by evaluating map L. The SDPs were
solved using MOSEK [24] and the code is available8.

B. Switching plant
We consider an LTV plant that periodically switches be-

tween two stabilizable LTI systems with period p

Apkq � A0, @k P Z¥0,

Bpkq �

$'''''&'''''%

�
0.5 1

0.1 0.2

�
, k P r1� ppz � 1q, pzs, z � 2n� 1,

�
0.5 �ℓ

0.1 �0.2ℓ

�
, k P r1� ppz � 1q, pzs, z � 2n,

(66)
where n P Z¥0, p � 12 and ℓ � 1 unless otherwise stated.
The switch is inspired by the case analyzed in Theorem 4
which certifies stability when the system remains sufficiently
frequently in the region with Lyapunov function decrease. We
compare in Figure 1 the proposed event-triggered scheme with
the strategy of never updating the initial controller K0 (fixed
controller) and with a time-triggered strategy that triggers a
new episode according to a preset period np. Specifically, we
consider the oracle case where the time-triggered strategy has
knowledge of the exact period (i.e., np � p) and imperfect
scenarios where np � p � 4. We also consider the fixed
controller strategy for the case ℓ � 2.5. Square, circle and star
markers denote plant switches, triggering instants and end of
initial exploration phase, respectively.
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Fig. 1. Closed-loop state response of (66) with different controllers
(fixed, adaptive periodic time-triggered, and adaptive event-triggered).

The results show that the event-triggered scheme (solid
black curve) outperforms all the other schemes at regulating
the system around the origin. From the reported triggering
instants it can be seen that the scheme only triggers a few
times after the plant first switch has occurred and does this

7This could also have been done before time p0, 0q, see Remark 1.
8https://github.com/col-tasas/2024-DD-adaptive-ETC-LTV

only using observed data. On the other hand, the time-triggered
strategy shows low robustness to inexact choice of period.
Indeed, while the performance of the oracle case (solid blue
curve) is only slightly worse than the even-triggered case, the
other two cases all display undesired oscillations and diverging
behaviours. Note that the non-adaptive solution using K0

(solid red curve) stabilizes the system when ℓ � 1, but leads
to diverging response when the second column of the input
matrix also changes magnitude (ℓ � 2.5).

C. Sinusoidal variations
We consider now the following perturbations to (65)

Apkq � A0

�
I2 � δadiagpcos 2π

p k,� cos 2π
p kq

	
,

Bpkq � B0 @k P Z¥0

(67)

with δa � 0.8 unless otherwise stated. The input matrix is now
constant and the state matrix undergoes a structured sinusoidal
perturbation of period p which determines a change up to
80% for the diagonal values. Figure 2 shows the closed-loop
response of (67) with the proposed adaptive controller for
different values of p.
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Fig. 2. Closed-loop state response of system (67) controlled with
the adaptive event-triggered controller for different values of p and δa.
Triggering instants denoted by markers on the corresponding curve.

The results show that in all cases the event-triggered con-
trollers successfully regulate the system to the origin with only
a few episodes. The simulation was carried out until k � 100
but the x-axis is stopped before as all curves reached the origin
and no further episode is triggered. The last curve in Figure
2 refers to the case where p � 10 and the parameter δa is
time-varying and vanishes in finite-time Tδ � 30

δapkq �

#
� 1

Tδ
k � 1, k P r0, Tδs,

0, k ¥ Tδ.
(68)

Under mild excitation conditions on the data matrices, we
can invoke here Theorem 3 to give a-priori guarantees on the
stability of the system. Take k ¥ Tδ � T . If the decrease
condition (44) is always satisfied, then item (i) is automatically
verified with T � � Tδ �T . If not, but there exists a time step
T̄ where a new episode is triggered and map L in (41) is
non-empty9, then the resulting controller K� is guaranteed to

9Because pA0, B0q is stabilizable, a sufficient condition for non-emptiness
of L is that Z �

�
U
xX

�
has full row rank.
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stabilize pA0, B0q because pX,X,U only contain data collected
from an LTI system and thus pA0, B0q P Epd, F q for any
F P Snx

¡0 (recall the discussion below (28)). Then item (i) is
verified with T � � T̄ . Item (ii) holds by boundedness of the
matrices (67) and of the controllers generated by the map L.

D. Comparison with time-triggered adaptation
We finally compare our approach with the one in [7] labeled

ODDAC, which also considers the problem of data-based
adaptive control of LTV systems. The system matrices are
assumed to have a bounded rate of variation per timestep
with known Lipschitz constant Lc. This knowledge is used
to periodically design data-based state-feedback controllers
which are robust to the predicted variations of the plant. We
consider the same plant proposed in [7], which has nx � 5,
nu � 2 and consists of a cubic interpolation of three LTI
matrices with Lc � 0.0037 inside an interval r0, 1000s. We
use the same algorithm parameters provided in [7] except
for choosing the period of control updates10 Tp � 30. In
Figure 3 we compare it with our approach by showing the
Euclidean norm of the state. Note that at k � 0 ODDAC is
controlled with a precomputed stabilizing gain, whereas for the
first T � nx � nu timesteps our algorithm randomly explores
as described in Section VIII-A. Besides the nominal scenario,
we also consider the case where every entry of the state matrix
Apkq is uniformly scaled up by a factor Ls P t1.1, 1.15, 1.2u.
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Fig. 3. Comparison between the proposed approach and ODDAC with
plant from [7]. Markers denote event-based controller updates.

The simulations show that ODDAC has good performance
when the plant variations satisfy the assumed bounds Lc and
also possesses some degree of robustness to it (for Ls � 1.1).
However, it leads to unstable responses when the mismatch
increases (Ls P t1.15, 1.2u) and the respective curves are not
reported. Our method not only stabilizes the system with fewer
controller updates (as shown by the markers in Figure 3) and
with no prior knowledge of the plant’s variation, but notably
does so also in the face of larger perturbations of the plant.

IX. CONCLUSIONS

This work addresses the data-based stabilization of linear
time-varying systems by on-line adaptation of the feedback

10This is the largest period for which we were able to find feasible solutions
qualitatively matching those reported in [7].

gain. We propose a hybrid systems framework, which casts the
adaptation as a jump in the dynamics triggered by events de-
pending on some relevant closed-loop properties. The control
design uses robust LMI conditions based on the most recently
collected data to guarantee a Lyapunov-like property for all
the systems sufficiently close to those that generated the data.
The formulation allows the problem of establishing how and
when adaptation should take place to be formally addressed,
and a closed-loop analysis of the resulting nonlinear feedback
loop to be performed.We emphasize the prescriptive nature of
the proposed framework, which accommodates various feed-
back design methods and triggering conditions under minor
modifications. It covers in a unified fashion various scenarios
without relying on explicit conditions on the properties of the
unknown plant matrices. A downside is that the connection
between the presented stability conditions and the properties
of the unknown model is not always obvious. Two case studies
are provided to shed more light on this key aspect, which we
plan to further investigate in a future work by focusing on
specific classes of LTV systems.
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APPENDIX: PROOF OF PROPOSITION 2
We rely on the next intermediate lemma.
Lemma 7: Under the conditions of Proposition 2, for any

ε P R¥0, rMA MBs
J
P Epd, F � εS�1q implies S � pMA �

MBKq
J
�
�
	�1

pMA �MBKq ¡ 0, with S � p pXY q�1, and
� � S�1 �H � p1� ς�1qpF � εS�1q. l

Proof sketch: We adapt the main steps of [3, Theorem 5] to
the LTV context. We restrict the controller K we search over
to be of the form �

K
Inx

�
�

�
UpX
�
G, (69)

with G P RT�nx . For MA P Rnx�nx ,MB P Rnx�nu , it holds
MA �MBK � pX � rDpq,MA,MBqqG. We then consider
that MA and MB satisfy rMA MBs

J
P Epd, F � εS�1q and

show existence of P P Snx
¡0 and �W P Snx such that

pX � rDqGPGJpX � rDqJ � P   ��W. (70)

For this, we can upper bound the l.h.s. of (70) with the term

ςXY p pXY q�1pXY qJ�p1�ς�1qpF�εP q�ςXXJ�H. (71)

where we used: Young’s inequality with ς P R¡0; the fact that�
MA MB

�J
P Epd, F � εP q for ε P R¥0, F P Snx

¡0; and the
existence of P :� pXY P Snx

¡0 from the second LMI in (40). In
turn we can upper bound (71) with �W�p1�ς�1qεP �: ��W
by observing that W :� H � p1� ς�1qF ¡ 0 as F   ς

1�ςH ,
which yields (70). By Schur complementing (70) we obtain

P�1 � ppX � rDqGqJpP ��W q�1pX � rDqG ¡ 0, (72)

where P ��W P Snx
¡0 from the first LMI in (40). Taking S �

P�1, using
�
MA MB

�J
P Epd, F � εS�1q yield the result. ■
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We are now ready to prove Proposition 2. Let ε P R¥0,
rMA MBs

J
P Epd, F � εS�1q with S as in Lemma 7,

and x P Rnx . By Lemma 7, xJpMA � MBKq
JpS�1 ��W q�1pMA � MBKqx � xJSx ¤ 0 with �W � H � p1 �

ς�1qpF � εS�1q as in the proof of Lemma 7, which we
rewrite as xJpMA �MBKq

JSpMA �MBKqx � xJSx ¤

�xJpMA�MBKq
J
��
S�1��W ��1

�S
�
pMA�MBKqx. By

taking V px, Sq � xJSx and Q :�
�
S�1 ��W ��1

� S,

V ppMA �MBKqx, Sq � V px, Sq ¤

� xJpMA �MBKq
JQpMA �MBKqx.

(73)

We show next that there exists λpεq P p�1,�8q such that
Q © λpεqS. We note that a � max

 
a1 P R¥0 : a1S�1 ¨W

(
belongs to p0, 1q as S,W P Snx

¡0 and P ¡ H (from (40))
implies S�1 �W ¡ 0. Take

λpεq :� a�p1�ς�1qε
1�a�p1�ς�1qε , (74)

where the denominator is positive because ε P R¥0, a P p0, 1q
and ς ¡ 0. Moreover, it holds

λpεq � 1 � 1
1�a�p1�ς�1qε ¡ 0. (75)

Hence λpεq P p�1,�8q. To show Q © λpεqS, observe that

Q © λpεqS ô
�
S�1 �W � p1� ς�1qεS�1

��1
�S © λpεqS

ô S�1�W�p1� ς�1qεS�1
¨

1
1�λpεqS

�1

ô
�
1� 1

1�λpεq � p1� ς�1qε
�
S�1

¨W

ô
� λpεq
1�λpεq � p1� ς�1qε

�
S�1

¨W.
(76)

By (74) and (75), λpεq
1�λpεq � p1 � ς�1qε � a therefore Q ©

λpεqS ô aS�1 ¨ W . The last inequality holds by definition
of a. We deduce that Q © λpεqS. We use this property
together with (73) to derive that for all rMA MBs

J
P Epd, F�

εS�1q, V ppMA �MBKqx, Sq � V px, Sq ¤ �λpεqV ppMA �
MBKqx, Sq and thus, by (75) V ppMA � MBKqx, Sq ¤

1
1�λpεqV px, Sq � p1 � a � p1 � ς�1qεqV px, Sq. The desired
result holds with a1 � 1� a P p0, 1q and a2 � 1� ς�1.

REFERENCES

[1] R. Sanfelice and A. Teel, “Dynamical properties of hybrid systems
simulators,” Automatica, vol. 46, no. 2, pp. 239–248, 2010.

[2] W. Heemels, K. Johansson, and P. Tabuada, “An introduction to event-
triggered and self-triggered control,” in IEEE Conference on Decision
and Control, pp. 3270–3285, 2012.

[3] C. De Persis and P. Tesi, “Formulas for data-driven control: Stabilization,
optimality, and robustness,” IEEE Trans. on Automatic Control, vol. 65,
no. 3, pp. 909–924, 2020.

[4] H. van Waarde, J. Eising, H. Trentelman, and M. Camlibel, “Data
informativity: a new perspective on data-driven analysis and control,”
IEEE Trans. on Aut. Control, vol. 65, no. 11, pp. 4753–4768, 2020.

[5] M. Rotulo, C. De Persis, and P. Tesi, “Online learning of data-driven
controllers for unknown switched linear systems,” Automatica, vol. 145,
p. 110519, 2022.

[6] J. Eising, S. Liu, S. Martı́nez, and J. Cortés, “Using data informativity
for online stabilization of unknown switched linear systems,” in IEEE
Conference on Decision and Control, 2022.

[7] S. Liu, K. Chen, and J. Eising, “Online data-driven adaptive control for
unknown linear time-varying systems,” in IEEE Conference on Decision
and Control, 2023.

[8] B. Nortmann and T. Mylvaganam, “Direct data-driven control of linear
time-varying systems,” IEEE Trans. on Automatic Control, vol. 68, no. 8,
pp. 4888–4895, 2023.

[9] M. Mazo, A. Anta, and P. Tabuada, “An ISS self-triggered implemen-
tation of linear controllers,” Automatica, vol. 46, no. 8, pp. 1310–1314,
2010.

[10] X. Wang and M. Lemmon, “On event design in event-triggered feedback
systems,” Automatica, vol. 47, no. 10, pp. 2319–2322, 2011.
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